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Preface

Evaluation is difficult, and many would prefer to avoid all it entails.

At the same time, most of us agree that schools should be accountable. Yet there are major disagreements about which indicators to collect and how to use the data.

Policy makers demand that schools show that their efforts are effective. But effective in what way? To what degree? At what cost?

In choosing what to look at, how to gather and interpret the data, and what to report, schools reflect society's prevailing values, policies, priorities, and rewards. It is commonplace for there to be dissatisfaction over what is mandated.

Methodologically, evaluation must be carried out with tools that are technically limited. Interpretations of findings are made using different and sometimes biased perspectives. Consequently, what is reported often is controversial.

Moreover, almost everyone has experienced negative consequences from evaluation. Those evaluated often are harmed, and consumers of evaluation reports frequently are misled. Evaluations create tensions and dilemmas and can be misused to create undesirable degrees of uniformity and conformity. Ultimately, we should be as concerned with the consequences of evaluation as we are with improving our evaluation capability.

All this said, perhaps the biggest concern about evaluating and holding schools accountable is that, too often, the processes have not truly improved schools and advanced knowledge.

Evaluation can be the door to a better future. It is more than ironic when prevailing policies and practices close rather than open that door.
Accountability: More than a Mantra

Accountability should not simply be a mantra. It is an invaluable facet of effective practice; but it is just one facet and only makes sense when the other facets are properly planned and implemented.

How effective is the intervention?

Do you have data to support that approach?

Where’s your proof?

The questions are so logical and simple to ask, and they can be so devastating in their impact. The problem is that such questions imply that relevant data are easy to gather, and so if data aren’t available, the intervention must be ineffective or else those in charge are irresponsible. Usually ignored by the questioners are the many complexities associated with valid and ethical evaluation of major mental health and psychosocial problems.

Every educator is aware of the importance of having data on results. All interveners want to be accountable for their actions and outcomes. But it is complicated.

Fundamental dilemmas stem from the limited validity and focus of available measures and the tendency for those demanding accountability to have inappropriate expectations that there can be rapid improvement even though youngsters and their families are experiencing severe and pervasive problems. Most widely sanctioned evaluation instruments are quite fallible. Moreover, they are designed to measure results that require a lengthy course of intervention, thereby giving short shrift to immediate benefits (benchmarks) that are essential precursors of longer-range improvements. Ironically, demands for accountability tend not to take responsibility for the negative consequences that formal assessment has on some of those who are evaluated. Accountability pressures increasingly require the gathering of a significant amount of data; many professionals note that this practice interferes with building positive relationships and contributes to what is already too high a dropout rate from school and specific helping interventions.

As a result, the topics of evaluation, accountability, and quality improvement are among the most frequent requests for technical assistance and continuing education. The number of publications and technical assistance resources in the area has increased at an exponential rate. And, there are endless lists of measures (many that have not been appropriately validated). Unfortunately, the volume of materials and other resources is not an indication that fundamental evaluation concerns have been effectively addressed. The complications remain unresolved, the status quo remains unsatisfactory; and all that any of us can do at this point is to develop aids, guidelines, and standards for practice that strive for appropriate accountability while doing the least harm to youngsters, their families, schools, special interventions, and society.

As an aid, our intent here is to support evaluative efforts by highlighting a broad range of accountability indicators and outlining ways data related to such indicators currently can be gathered. In doing so, we differentiate three areas for accountability (i.e., accountability to the society, to its institutions that address barriers to learning and teaching, and to youngsters and their families).
Accountability to Who?

In a seminal article on the evaluation of therapeutic outcomes, Strupp and Hadley (1977) stress how different the expectations of society and its institutions often are from those of individual “clients”. Thus, it is imperative to understand accountability from the perspective of the various parties with special interests in the results. For our purposes here, the focus is on (a) the society in general and the formal institutions addressing barriers to learning and teaching in particular and (b) those specific youngsters and their families who are the direct focus of intervention efforts.

Accountability to Society and Institutions Providing Student and Learning Supports

Society looks at the following types of general indicators to evaluate whether efforts related to address student learning, behavior, and emotional concerns are paying appropriate dividends:

- **Increases** in youth employment (ages 16-19)
- **Reductions** in
  - >student mobility
  - >youth pregnancy
  - >sexually transmitted diseases
  - >child abuse/neglect
  - >youth arrest/citation
  - >youth probation violations
- **Reductions** in
  - >youth emergency room use for mental health and psychosocial related events
  - >foster care placements
  - >homeless youth
  - >youth suicide rates
  - >youth death rates

In addition, those responsible for schools are required to demonstrate effective fulfillment of their specific mission -- which is to educate the young in ways that meet society’s needs. The primary indicators currently demanded by social policy are those that reflect academic achievement at a standard competitive with other major countries. Thus, the emphasis is on increasing

- at all grades
  - >achievement test scores
  - >grades
  - >other indicators of progress in academics (analyses of work)
- at high school level
  - >number graduating (with a related reduction in the number dropping out)
  - >number taking SATs
  - >number continuing with post-secondary education

Because many youngsters are experiencing barriers to learning and performing at school, programs and services to address such barriers are increasingly essential to the ability of schools to accomplish their mission. Some major indicators for accountability related to these enabling or learning support programs are

---

1As these writers state: “Society is primarily concerned with the maintenance of social relations, institutions, and prevailing standards of sanctioned conduct. Society and its agents thus tend to define mental health in terms of behavioral stability, predictability, and conformity to the social code. ... The *individual client* ... wishes first and foremost to be happy, to feel content [and] thus defines mental health in terms of highly subjective feelings of well-being ... (p. 188). Strupp, H.H. & Hadley, S.M. (1977). A tripartite model for mental health and therapeutic outcomes with special reference to negative effects in psychotherapy. *American Psychologist*, 32, 187-196.
• Reductions in
  > unexcused absences
  > tardies
  > suspensions/expulsions
  > referrals for misbehavior
  > referrals for learning problems

• Increases in
  > attendance
  > cooperation & work habits
  > fluency in English as Second Language

• Reduction in numbers designated as Learning Disabled, ADHD, or Emotionally Disturbed

Data for Accountability to Society and the Institution of Schooling

Data related to most of the above indicators are available from the records at school sites, school districts, and city/county agencies. Some schools also are involved in administering the Youth Risk Behavior Surveillance System (sponsored by the Centers for Disease Control and Prevention) which contains relevant indicators for use in monitoring changes over time. (Many communities and child advocacy groups are gathering local and statewide data on child well-being and publishing it as "Report Cards.") Various governmental units and other organizations also publish reports of child status indicators. If data are not available, then efforts are needed to ensure relevant indicators are gathered and made accessible. And, appropriate steps should be taken to ensure that data can be disaggregated with respect to specific subgroups.

Accountability to Specific Youngsters and Families

Those who work in school districts to provide special programs and services also are accountable to the specific individuals they help. Such accountability certainly can be seen as encompassing the indicators listed above. However, for individuals who must deal with major barriers, many of the above realistically are only good indicators of progress after a lengthy period of multifaceted, comprehensive, integrated intervention. More immediate accountability indicators are needed to demonstrate progress related to objectives that are the current and direct focus of prevention and special assistance interventions (e.g., reductions in symptoms; enhanced motivation and psychological and physical well-being). Because data on such specific objectives are not readily available, the problem of generating relevant data arises -- as do some serious dilemmas. Efforts to answer the following questions lead to an appreciation of the many problems and issues.

What are the right indicators?

Endless arguments arise over indicators when they are discussed in highly specific and concrete terms. At a more abstract level, there is considerable agreement around three general categories: (1) “client” satisfaction (youngsters; families, schools, society), (2) reduction in youngsters’ symptoms/problem behaviors, and (3) increases in positive functioning (youngsters; families, schools, society).

How can appropriate specific and concrete indicators be identified for designated “clients”?

The dilemmas that arise here reflect the problem of "Who is the client?" -- students? families? schools? society? all of these? Additional dilemmas arise because the various involved parties
often have different perspectives regarding what problems should be addressed. (And, of course, the intervener may have even another perspective.)

**How should the deficiencies associated with existing measures be accounted for?**

Although some measures are better than others and some are designated the best that exist, best should not be equated with good or good enough. All instruments we rely on currently have limited reliability and validity; also quite limited are the normative data for various subgroups. These limitations (1) call for care in using any assessment procedure, (2) require full disclosure of limitations when findings are reported, and (3) warrant making extreme efforts to look for disconfirming evidence and interpretations whenever findings suggest significant problems/pathology or positive outcomes that are a bit too self-serving.

**How can the negative impact of gathering the data be minimized to an appropriate degree?**

All evaluation has the potential to produce major negative consequences. The ethical obligation is to maximize benefits and minimize costs to clients. Putting aside the financial costs, it is clear that use of any formal measure can increase distress for students, families, and school staff and produce psychological reactance.

**Sampling of Indicators with Respect to Different Accountability Demands**

As should be evident from the preceding discussion, it can be extremely costly and time consuming to be accountable to all parties (see also Figure 1). In most situations, the reality is that only a sample of data can be gathered (see Figure 2).

In working with students, assessment should begin with a focus on data that has direct and immediate relevance to specific intervention objectives. Then, in response to accountability demands and in keeping with ethical and feasible practice, a subset of standardized items can be administered, preferably to stratified samples of clients. The particular subsets of items chosen should reflect matters of greatest concern to those demanding accountability. If the pool of items is large, then different subsets of items can be administered over time and later combined to provide a full picture of outcomes.

With respect to societal and institutional accountability, the data sample initially consists of that which can be readily gathered on a regular basis. Subsequently, again reflecting matters of greatest concern to those demanding accountability, step by step strategies can be developed to establish systems for amassing regular findings related to key variables and specific population subgroups.

Clearly, sampling requires considerable planning and careful implementation. A systematic evaluation plan must be developed, and there must be appropriate budgeting for its implementation. Many programs will require specific consultation in developing an appropriate sampling strategies.

**Standards for Comparison**

Whatever data are collected will be imperfect and only rarely will be easily interpreted. For accountability to be rational, there must be a reasonable set of standards for comparison. In asking how good an intervention is, the question must be answered in terms of *Compared to what?*

When it comes to student and learning supports, the best comparisons are (a) data on the previous results of intervention efforts with comparable students and their families, (b) data on similar students/families at a school who have not yet been served (e.g., appropriate waiting list samples), or (c) data from a very similar school that does not have the programs being evaluated. The first approach calls for gathering a “baseline” of data before or in the early stages when an intervention is being developed. The latter approaches call for being able to gather the same data with nonserved groups. Again, the matters of systematic planning and appropriate budgeting are central considerations.
Finding out if interventions are any good is a necessity. But in doing so, it is wise to recognize that evaluation is not simply a technical process. Evaluation involves decisions about what, how, and when to measure, and these decisions are based in great part on values and beliefs. As a result, limited knowledge, bias, vested interests, and ethical issues are constantly influencing evaluation processes and the decisions made with respect to accountability.

**Figure 1. Accountability as related to different intervention goals.**

<table>
<thead>
<tr>
<th>Purpose of Intervention</th>
<th>Accountability to Who?</th>
<th>Sampling of Objectives/Goals</th>
</tr>
</thead>
<tbody>
<tr>
<td>To meet society’s goals</td>
<td>Accountable to society</td>
<td>Data are gathered on indicators that reflect society’s purposes in financing the institution</td>
</tr>
<tr>
<td>To meet an institution’s goals</td>
<td>Accountable to a specific institution</td>
<td>Data are gathered on indicators that reflect the institution’s purposes</td>
</tr>
<tr>
<td>To meet the personal goals of specific “clients”</td>
<td>Accountable to specific “clients”</td>
<td>Data are gathered on indicators that reflect individual “client’s” purposes in participating in an intervention</td>
</tr>
<tr>
<td>To meet some combination of society, institution, and individual goals</td>
<td>Combination of the above</td>
<td>Combination of the above</td>
</tr>
</tbody>
</table>

**Accountability: Accounting for Motivational Differences**

Pressure to gather accountability data seems like a straight forward practice when viewed through the lens of evaluation. But often those we are trying to help have a negative view of the matter and that produces psychological reactance and negative motivation.

It has always been hard to get the involvement of some youngsters and their families in certain forms of special assistance. For example, no-show and drop out rates are high related to prescribed counseling. The lesson of all this is that greater attention must be paid to enhancing the motivational readiness of those we want to help and, at the very least, interveners must minimize doing things that increase avoidance tendencies among clients.

In terms of everyday practice with youngsters, this means (1) discussing with parents/teachers what they should and should not say to youngsters in preparing them for the first visit to student support staff and (2) designing first visits around the concept of enhancing motivational readiness. Everyone needs to be honest and nonpunitive with a youngster in discussing who they are going to see (e.g., a counselor who will try to help make things better). Many students require a great deal of reassurance because of the potential stigma of being sent for special assistance.

Obviously, youngsters who already are well motivated require little to enhance their motivational readiness. For most, however, enhancing motivation toward participation in the intervention requires considerable attention. Because referrals for special assistance usually far exceed resources, it is commonplace for interveners to let difficult, unmotivated clients "drop out." Higher standards of practice call for intensive efforts to enhance the motivation of such individuals so that their problems can be addressed.

The fact of major differences in motivational readiness points to the need to measure such differences so that data on results can be disaggregated with respect to initial motivation and subsequent shifts in motivation. Failure to account for motivation differences reflects serious naivete about the complexities involved in addressing the problems of youth.
Section I B:

**Rethinking Evaluation and Accountability**

We begin rethinking evaluation and accountability by viewing evaluation and accountability from the perspective of “indicators” as they are used in education. This is followed by an exploration of some specific considerations and concerns that arise in evaluating results and a discussion of the need for policy makers to expand the accountability framework for schools.
Given the large emphasis that society places on using indicators as measures of performance and descriptions of status and change, the rarity with which we exercise any critical assessment of these measures is surprising.  

Planty & Carlson (2010)

With accountability mandates and the emphasis on science-based interventions, the term indicators is widely used in school circles. However, it often is employed so generically that many users are unclear where it broadly fits into assessment and evaluation practices and decision making for policy and planning. We begin our discussion of rethinking evaluation and accountability by viewing these concepts from the perspective of “indicators” as they are used in education.

What Are Indicators in Education?

Simply stated, an indicator is a pointer that has been developed to focus on and usually quantify useful information about a matter of interest (e.g., current status of students, school performance). Indicators vary in the degree to which they provide direct information, usually expressed quantitatively. Single statistic indicators (e.g., dropout rates) often are used in conveying the status of the education system. Several indicators can be combined into a composite index that encompasses multiple dimensions and increasingly complex phenomena.

Indicators have been described as bits of information that help clarify the characteristics and status of individuals and systems, highlight changes, underscore distance from intended goals, and project the future. To these ends, indicators may focus on inputs, processes, outputs, and/or outcomes.

The importance of indicators stems from reasons underlying their use. Broadly defined, indicators can be used to meet education’s many assessment needs and play a major role in policy and practice decision making. In general, indicators are used to monitor and describe a myriad of phenomena in order to make judgments ranging from extremely positive to extremely negative. Of particular concern are current conditions relevant to learning and progress in achieving immediate objectives, intermediate goals, and long-term aims. Indicators also are used to project what the future will bring.
Shavelson, McDonnell, and Oakes (1991) proposed the following working definition as a heuristic guide: *An indicator is an individual or composite statistic that relates to a basic construct in education and is useful in a policy context.*

They state:

“Education indicators are statistics that reflect important aspects of the education system, but not all statistics about education are indicators. Statistics qualify as indicators only if they serve as yardsticks. That is, they must tell a great deal about the entire system by reporting the condition of a few particularly significant features of it. For example, the number of students enrolled in schools is an important fact, but it does little to tell us how well the education system is functioning. However, data on the proportion of secondary students who have successfully completed advanced study in mathematics can provide considerable insight into the health of the system, and can be appropriately considered an indicator. ...

Whether indicators are single or composite statistics, a single indicator can rarely provide useful information about such a complex phenomenon as schooling. Indicator systems are usually designed to generate more and more accurate information about conditions. However, an indicator system is more than just a collection of indicator statistics. Ideally, a system of indicators measures distinct components of the system and also provides information about how the individual components work together to produce the overall effect. In other words, the whole of the information provided by a system of indicators is greater than the sum of its parts.”

Indicators often are delineated to capture complex phenomena related to students and schools (e.g., student achievement and engagement, school improvement). In such cases, the indicators are focused on constructs (i.e., abstract terms used to represent complex concepts). Constructs, of course, are difficult to measure. The construct engagement exemplifies the point. This multi-dimensional construct has been divided into three categories – behavioral, emotional, and cognitive (Fredricks, Blumenfeld, & Paris, 2004). Indicators used to measure the construct overlap the three dimensions and are highly correlated with each other. But the three dimension correlate differently with such outcomes as achievement, attendance, and dropping out (National Center for School Engagement, 2006a, b). Other prominent examples of indicators for school-relevant constructs are found in the literature on school climate (National School Climate Council, 2010) and social emotional development (Isakson, Davidson, Higgins, & Cooper, 2009, 2011).

Indicators are used as a core facet of accountability and related decision making. Indeed, much of the current emphasis on indicators in education derives from accountability demands (as evidenced by the many formulations of education indicators on the internet).
Thus, the prevailing cry is for specific outcome evidence – usually in terms of readily measured immediate benefits – and for cost containment (see Exhibit 1). Although understandable in light of the unfulfilled promise of so many programs and the insatiable demands on sparse public finances, a narrow results emphasis can be counterproductive. That is, while the prevailing sets of short-term outcome indicators are used as red flags, these indicators alone do not clarify trends or cause and effect, often gloss over important subgroup differences, and rarely include a focus on unintended results. Thus, accountability indicators alone offer too little information to guide practices for improving results.

Exhibit 1

Key Performance Indicators and Leading Indicators

The emphasis on accountability has generated considerable discussion of (1) Key Performance Indicators and (2) Leading Indicators.

(1) As summarized in Wikipedia, “Key Performance Indicators define a set of values used to measure against. These raw sets of values, which are fed to systems in charge of summarizing the information, are called indicators. Indicators identifiable as possible candidates for KPIs can be summarized into the following sub-categories:
   >Quantitative indicators which can be presented as a number.
   >Practical indicators that interface with existing company processes.
   >Directional indicators specifying whether an organization is getting better or not.
   >Actionable indicators are sufficiently in an organization's control to effect change.
   >Financial indicators used in performance measurement and when looking at an operating index

   Key Performance Indicators, in practical terms and for strategic development, are objectives to be targeted that will add the most value to the business. These are also referred to as Key Success Indicators.” (http://en.wikipedia.org/wiki/Performance_indicator)

(2) A leading indicator is a statistic that predicts trends, usually economic trends. For example, in education, improved average yearly attendance may be a leading indicator for long-term school improvement. However, short-term increases or decreases in a leading indicator often are not predictive of longer-term trends. Besides achievement indicators (including the achievement gap), examples of other leading indicators in education are attendance/truancy, school attachment/engagement, and dropout/graduation rates.

   An example of the use of leading indicators for schools comes from Iowa (Iowa Department of Education with the Iowa Collaboration for Youth Development, 2004). The state’s results-oriented approach has specified six long-term aims and a set of leading indicators related to each. Note that the indicators include both school and community data:

   1) All Iowa youth are successful in school.
      Leading Indicators:
      % of 8th graders proficient in reading
      % of 8th graders proficient in math
      Average daily attendance rate
      % of students who drop out of school (grades 9-12)
      % of youth who are committed to school/learning
2) All Iowa youth are healthy and socially competent.
   Leading Indicators:
   Rate of juvenile delinquency complaints per 10,000 youth
   % of youth reporting not using alcohol, tobacco, and other drugs during last 30 days
   % of youth reporting they have neither planned, considered, nor tried to commit suicide
   % of youth who report that they have not engaged in violent/aggressive behavior

3) All Iowa youth are prepared for a productive adulthood.
   Leading Indicators:
   Rate at which students graduate from high school.
   % of 16 – 19 year olds who are not in school and who are not working.
   % of youth who report that they help others 3+ hours/wk
   % of 11th grade youth who report that they work 3+ hours per week in paid job
   Rate of births to teen aged mothers age13-17

4) All Iowa youth are in safe and supportive schools.
   Leading Indicators:
   # of long-term suspensions or expulsions for violent crimes on school grounds or at school-sponsored events
   % of youth who report that staff and students at their school support them.
   % of youth who report that the norms of the peers in their school are positive.
   % of youth who report that they feel safe at school.

5) All Iowa youth are in safe and supportive families.
   Leading Indicators:
   Rate of children found to be neglected or abused
   % of families in the child welfare system
   % of youth who report that their families are involved with and support them.
   % of youth reporting that their families provide them with boundaries

6) All Iowa youth are in safe and supportive communities.
   Leading Indicators:
   Rate of adult arrests
   % of families living below the poverty level
   Rate of persons who are employed
   % of youth who report that their neighborhoods are safe.
   % of youth who report that their neighborhoods are supportive.

On a national level, Child Trends (2009) has suggested core goals, desired results, and data sources related to 21 leading indicators for the Promise Neighborhoods initiative.

Indicators must be related to one another so that their relationships, and changes in these relationships, can be ascertained to suggest possible explanations for observed changes in outcomes. (Shavelson, McDonnell, & Oakes, 1991)

Criteria for Choosing Indicators

If data are already being gathered using a broad band set of indicators, available data may be sufficient. Otherwise proposals for new indicators must be formulated in ways that enhance rather than detract from an integrated approach to meeting education’s many data needs.

In choosing indicators, the emphasis is on considerations such as (1) relevance, (2) how useful and timely the data will be,
(3) how reliably and validly the indicators can be measured, (4) which indicators already are being measured and what it will cost to amass existing data, and (5) what it will cost to gather and analyze data related to new indicators. These considerations are of particular concern when new initiatives and specially funded projects are adopted and call for additional data.

Understanding education’s assessment needs and practices provides a broad context for thinking about indicators. Formally defined, assessment is the process by which attributes of phenomena are described and judged. Descriptions take the form of data gathered by formal and informal measures, such as tests, structured observations and interviews, self-reports, surveys, available records, and so forth. Designated indicators guide what is and isn’t measured. Judgments take the form of interpretive conclusions about the meaning of data, such as whether a phenomenon is good or bad, above or below standard, dysfunctional or not. Judgments may represent a conclusion about the past, a statement about the present, or a prediction about the future. Judgments inform decision making.

Schools need to pursue assessment related to various functions. Besides system management data, assessment plays a key role in:

1. **Identification.** Indicators are used to help find and label phenomena of interest. The focus may be on person variables, environmental factors, or both, and on problems, strengths, or both (e.g., data to inform identification of effective teachers and effective schools; data to inform identification of gifted and talented students and those who are not doing well at school – including those needing special education).

2. **Selection.** Indicators are used to help make decisions about general changes in status (e.g., data to inform decisions about moving teachers and principals to different schools, choosing schools for special intervention, placing students in specific programs.).

3. **Planning for specific changes.** Indicators are used to decide about immediate and short-term objectives and procedures for accomplishing long-term goals (e.g., data to inform school improvement planning, professional development, specific student interventions – including data from response to intervention efforts and IEP assessments).
4. **Evaluation of School Results.** Indicators are used to decide effectiveness based on positive and negative outcomes and related costs (e.g., focus may be on impact on students, particular subgroups, society as a whole). Data are used to make decisions for system improvement and policy purposes (e.g., accountability).

From this perspective, identifying or formulating indicators begins with clarity about functional needs. And, clearly, most of the above functions call for more than indicators of results.

---

**Indicators Raise Methodological, Political, and Policy Concerns**

All assessment in education is a complex matter, and controversy surrounds prevailing approaches. Some of the controversy is about the deficiencies and limitations of specific procedures (e.g., lack of standardization, poor reliability, poor validity). Broader concerns have been directed at the way assessment is practiced in schools (e.g., an overreliance on indicators of results often means that antecedent conditions/inputs and transactions are given short shrift. Political and policy concerns have been raised related to the way overreliance on indicators of results has reshaped what schools do and do not do (e.g., Ravitch, 2010).

It is important to remember that choices about what data to gather and exclude are guided by policy decisions, and major decisions about education involve considerations that go well beyond the availability of valid data. Profound and conflicting social-political-economic-philosophic agenda are at play; so no one should be surprised that relevant data often are ignored, and some data are manipulated during policy debates and at decision making tables. As Rutkowski (2008) cautions, “Through educational indicators a set of ‘truths’ is arguably produced. However, these ‘truths’ are very open to interpretation.” And as Planty and Carlson (2010) stress “Indicators of poor quality certainly distort and misguide decision making and policy.”

---

**Some Specific Considerations and Concerns About Evaluation of Results**

Two unfounded presumptions are at the core of most current formal and informal evaluations in education. One premise is that an intervention in widespread use must be at a relatively evolved stage of development and, therefore, warrants the cost of summative evaluation. The other supposition is that major conceptual and methodological problems associated with evaluating intervention are resolved. The truth is that interventions are frequently introduced prior to adequate development, with a view to evolving them based on what is learned each day. This is even true of many empirically supported practices brought to schools. (Remember: efficacy
data does not predict effectiveness when implemented by school personnel under common school conditions.)

Moreover, many well-institutionalized approaches remain relatively underfunded and underdeveloped. As to the process of evaluation, every review of the literature outlines major unresolved concerns. Given this state of affairs, the nature and scope of accountability demands often are unreasonable and chronically reflect a naive view of research and theory.

Evaluation involves determining the worth or value of something. As an assessment function, evaluation is defined as a systematic process designed to describe and judge the overall impact and value of an intervention for purposes of making decisions and advancing science.

Properly developed, a set of evaluative indicators can aid efforts to (1) assess efficiency, effectiveness, costs, and impact, (2) make decisions about what to do to improve schools, and (3) advance knowledge in ways that can enhance understanding of and improve policy, practice, training, and theory.

Given that many more indicators can be formulated than can be feasibly used, decisions must be made about what will be evaluated. In addition to matters highlighted above, these include decisions about (1) the general phenomena of interest (e.g., students, teachers, support staff, administrators; classroom and schoolwide conditions and climate; intervention antecedents/inputs, immediate objectives, intermediate goals, long-range aims), (2) the specific facets to be evaluated, (3) the level of specificity used in designating indicators, (4) the measures and methods for gathering data on designated indicators, and (5) the standards to be used in analyzing the data and arriving at judgments. In making such decisions, concerns arise because what can be evaluated currently is far less than what schools state as their mission. Furthermore, all such decisions are influenced by various sources of bias.

A model formulated by Robert Stake illustrates the type of frameworks used to clarify factors influencing outcomes (see Exhibit 2). Stake stresses that program evaluation requires data and criteria for analyzing the degree to which

- conditions anticipated prior to the program (antecedents), planned procedures (transactions), and intended outcomes are consistent with the program rationale and are logical in relation to each other

- intended antecedents, transactions, and outcomes actually occur.
In general, the types of data Stake's framework calls for can provide a wealth of information for use in describing and judging school improvement efforts and making decisions about ways to enhance such efforts. Clearly, the data can be used for purposes of accountability, but also for guiding improvements and building an empirical body of effectiveness data.

Note that evaluations of whether a practice or set of practices is any good must first address the question: *Is what is to be accomplished appropriate?* The frame of reference for such evaluations may be the underlying rationale or what others think the practices should accomplish or both. After judging the appropriateness of what is wanted or expected, the intended breadth of focus should guide efforts to evaluate effectiveness. Because not everything is measurable in a technically sophisticated way, some things will be poorly measured or simply reviewed informally. Obviously, this is less than satisfactory. Still, from a rational perspective, continued emphasis on the entire gamut of what is intended is better than limiting things to what can be measured readily or to naive accountability demands.

Finally, we stress that evaluative practice can produce negative effects. For instance, over time, what is evaluated can inappropriately reduce and reshape what a school does and doesn’t do. The process is especially pernicious when indicators are used to oversimplify the complex nature, scope, and aims of education.

Efforts to categorize and provide specific indicators for schools generally are concerned with both academic learning outcomes and practices identified as contributing to such outcomes. A prominent example of the latter are the categories and specific indicators for effective school practice developed by the Center on Innovation and Improvement (http://www.centerii.org/handbook/Resources/Appendix_Indicators_school.pdf).

Analyses of categories guiding evaluation of school and student outcomes indicate a need for rethinking and reframing. For example, greater attention is needed to the following:

I. Variables Relevant to Interpreting Results
   A. Clarification of Mission and Rationale for an Approach
   B. Antecedents & Inputs
   C. Processes & Transactions
   D. Current Outcomes (positive and negative) with reference to trends and goals

II. Content Focus
    A. Cognitive Development and Engagement
    B. Physical and Social Development and Behavioral Engagement
    C. Emotional Development and Engagement
    D. System Performance and Ongoing Development

III. Levels
    A. National
    B. State
    C. School District and Surrounding Community
    D. School and Neighborhood
    E. Classroom
    F. Individuals

Exhibit 3 uses content focus (cognitive, physical, social, behavioral, and emotional development and engagement) as categories for outlining a range of short-term outcome indicators. Examples are offered for each category. In reviewing items, remember that dimensions range from negative to positive.

Again we stress that data related to complex phenomena must be interpreted cautiously and with concern for bias. Remember: a student and school are complex entities that are divided and categorized into multiple theoretical dimensions; categories are constructs; categories overlap; indicator measures have limited construct validity; chosen indicators and available measures capture only a snapshot of reality; all school data requires careful disaggregation; outcomes alone are insufficient for determining cause and effect.
Exhibit 3

Categories and Examples of Short-term Outcome Indicators

I. *Indicators of Cognitive Development and Engagement*
   
   A. *Maintenance and general application of knowledge* (e.g., evidence of amount learned and use of the learning at school and elsewhere)
   
   B. *Positive behavioral and emotional engagement in acquiring and applying knowledge* (see examples below)
   
   C. *Cognitive coping* (e.g., strategies used at school and elsewhere to learn and apply knowledge and overcome barriers to knowledge acquisition and use)

II. *Indicators of Physical and Social Development and Behavioral Engagement*

   A. *Physical health* (e.g., age-appropriate body and sensory development, safe behaviors)
   
   B. *Personal and social functioning and coping* as manifested in
      
      1. expressed expectations and valuing (e.g., expectations of outcomes; valuing and interest in learning at school; types of choices made when options are available)
      
      2. *conduct* (e.g., acceptance of personal responsibility; rule compliance-noncompliance; completing assignments; attendance; truancy; tardies; referrals for misbehavior; expulsion; suspension; dropping out)
      
      3. *persistence and problem solving* (e.g., effort, attention-inattention, coping-noncoping; grades)
      
      4. *participation* (e.g., in academic activities; in extracurricular activities; in social situations; on-off task; leader-follower; degree of enthusiasm; degree of involvement; initiating-withholding)

III. *Indicators of Emotional Development and Engagement*

   A. *School-related attitudes* (e.g., about school, teachers, peers, schoolwork, self as learner – including feelings of competence, self-determination, and relatedness; psychological reactance; perceptions of belonging and being cared about; perception of fairness; feeling safe-victimized; hope for the future)

   B. *Other attitudes that may be affecting engagement at school* (e.g., positive and negative feelings related to neighborhood, family, peer, self as a person – including feelings of competence, self-determination, and relatedness; feeling safe-victimized)

   C. *Emotional coping* (e.g., strategies used at school and elsewhere to respond to affect)

   (cont.)
IV. Indicators of System Performance and Ongoing Development

A. All the above can be used as system performance indicators

B. Stakeholder groups (students, families, staff, community) perceptions of school culture and climate

C. System development for facilitation of cognitive, physical, social, behavioral, and emotional development and engagement (e.g., status of instruction and curriculum and schoolwide programs for facilitating learning and development)

D. System of supports to address barriers to learning & teaching and re-engage disconnected students (e.g., range of interventions; status of development of interventions into a comprehensive system of student and learning supports pre-k through post secondary; integration into school improvement policy and practice)

E. Development of a school-family-community collaboration for system building to enhance cognitive, physical, social, behavioral, and emotional development and engagement (e.g., status of policy, operational infrastructure, and capacity building supports for collaboration)

F. Overall system governance and management (e.g., status of policy, infrastructure, monitoring and capacity building supports -- including professional and other stakeholder development, cost effectiveness and efficiency)

Why Policy Makers Must Change School Accountability Practices

Accountability indicators have extraordinary power to reshape schools. Systems are driven by what is measured for purposes of accountability. This is particularly so when systems are involved in major reform and transformation.

Under reform conditions, policy makers often want a quick and easy recipe to use. This leads to measures aimed at holding administrators and staff accountable for specific, short-term results. Little thought is given to the negative effects such a limited focus can have on achieving more complex desired long-term results.

A Growing Disconnect

Current school accountability is a good example of the problem. The situation is one where accountability demands focus on a narrow set of outcome indicators. School personnel are quick to learn what will and will not be evaluated, and slowly but surely greater emphasis is placed on teaching what will be measured. Over time what is measured increasingly becomes viewed as the most important outcomes to be achieved (e.g., reading, math, science), and other educational opportunities and essential
student and learning supports are deemphasized and even dropped.

What's wrong with that? Nothing – if what is being evaluated reflects all the important things we want youngsters to learn in school and focuses on enabling equity of opportunity for success at school. This, of course, is not the case.

Prevailing accountability pressures reflect values and biases that are reshaping the entire nature and scope of schooling. As everyone involved in school improvement knows, the only measures that really count are achievement test scores. These scores drive school accountability. What the tests measure has become the be-all and end-all of school improvement policy and planning. This produces a growing disconnect between the direction in which many policy makers and school reformers are leading the public and the realities of what it takes to improve academic performance and student well-being.

The disconnect is especially evident in schools enrolling students from “low wealth” families. Such families and those who work in schools serving them have a clear appreciation of many barriers that must be addressed so students can benefit from the teacher’s efforts to teach. These stakeholders stress that major academic improvements are unlikely until comprehensive and multifaceted approaches for addressing the barriers are developed and pursued effectively.

At the same time, anyone who looks will find no direct accountability for addressing barriers to learning and teaching and re-engaging disconnected students. Ironically, the lack of an accountability focus on these matters contributes to devaluing of and justifying cuts in student and learning supports.

Thus, rather than building the type of system that can produce improved academic performance, prevailing accountability measures pressure schools to pursue mainly a direct and ineffective route to improving instruction. The implicit underlying assumption of the direct route is that students are motivationally ready and able each day to benefit from the teacher’s instruction. The reality, of course, is that in many schools the majority of youngsters do not fit this picture and are not benefitting from promising instructional improvements. The results of persevering in this direction are continuing low test scores and an ongoing achievement gap.

Logically, major systemic efforts should address interfering factors. However, current accountability pressures override the
logic and result in marginalizing almost every initiative not viewed as a direct and quick path to higher achievement test scores. The irony is that such policy not only works against what must be done, it works against gathering evidence on the necessity and effectiveness of directly and comprehensively addressing barriers to learning.

In moving forward, an expanded framework for school accountability is needed. To this end, our Center has emphasized the need for a framework that

- encompasses a whole person approach to student outcomes (i.e., cognitive development and engagement, physical and social development and behavioral engagement, and emotional development and engagement)
- addresses a fuller range of barriers to learning and teaching
- assesses the school’s role in strengthening families and neighborhoods
- evaluates system performance and development and does so in the context of the surrounding neighborhood (e.g., Adelman & Taylor, 2006; Center for Mental Health in Schools, 1998).

As to indicators, this brief has highlighted categories and examples relevant to such an expanded accountability framework (see Exhibit 3) and again underscores the matter below.

We view the expanded framework as a move toward what has been called intelligent accountability. The intent is not to deflect from the laser-like focus on accountability for meeting high standards related to academics. The debate will continue as to how best to measure academic outcomes, but clearly schools must demonstrate they effectively teach academics.

Schools also are expected, however, to pursue high standards in promoting positive social and personal functioning, including enhancing engagement, civility, teaching safe and healthy behavior, and some form of “character education.” Every school we visit has specific goals related to this facet of student development and learning. But, schools currently are not held accountable for goals in this arena. That is, no systematic evaluation or reporting of the work is done. As would be expected, then, schools direct few resources and too little
attention to these unmeasured concerns. Yet, society wants schools to attend to these matters, and most professionals understand that personal and social functioning is integrally tied to academic performance. From this perspective, not holding schools accountable for improving students’ social and personal functioning is self-defeating.

For schools where a large proportion of students are not doing well, not attending to benchmark indicators of progress in addressing barriers to learning also is self-defeating. Schools cannot teach children who are not in class. Therefore, increasing attendance always is an expectation (and an important budget consideration). Other basic indicators of school improvement and precursors of enhanced academic performance are reducing tardiness and problem behaviors, lessening suspension and dropout rates, and abating the large number of inappropriate referrals for special education. Given this, the progress of school staff in addressing such problems should be measured and treated as a significant aspect of school accountability.

School outcomes, of course, are influenced by the well-being of the families and the neighborhoods in which they operate. Therefore, performance of any school should be judged within the context of the current status of indicators of community well-being, such as economic, social, and health measures. When those indicators are not improving or are declining, schools find it difficult to make progress. Judging school performance out of context is patently unfair.

Thus, an expanded accountability framework is needed to encourage and support movement toward a broad band approach to addressing barriers to learning and teaching and re-engaging disconnected students. Such a broad approach recognizes the interconnectedness of neighborhood, family, school, and student factors, therefore, changes in all are a relevant focus of data gathering. We are reminded of Ulric Neisser’s dictum:

*Changing the individual while leaving the world alone is a dubious proposition.*
Protocol for an Expanded Accountability Framework

School accountability is a policy tool with extraordinary power to reshape schools – for good and for bad. Systems are driven by accountability measures. This is particularly so under “reform” conditions.

As everyone involved in school reform knows, the only measure that really counts is achievement test scores. These tests drive school accountability, and what such tests measure has become the be-all and end-all of what is attended to by many decision makers. This produces a growing disconnect between the realities of what it takes to improve academic performance and the direction in which many policy makers and school reformers are leading the public.

The disconnect is especially evident in schools serving what are now being referred to as “low wealth” families. Such families and those who work in schools serving them have a clear appreciation of many barriers to learning that must be addressed so students can benefit from the teacher’s efforts to teach. These stakeholders stress that, in many schools, major academic improvements are unlikely until comprehensive and multifaceted approaches to address these barriers are developed and pursued effectively.

At the same time, it is evident to anyone who looks that there is no direct accountability for whether these barriers are addressed. To the contrary, efforts essential for addressing barriers to development and learning are further devalued and cut when achievement test scores do not reflect an immediate impact.

Thus, rather than building the type of system that can produce improved academic performance, prevailing accountability measures are pressuring schools to pursue a direct route to improving instruction. The implicit underlying assumption is that students are motivationally ready and able each day to benefit from the teacher’s instruction. The reality, of course, is that the majority of youngsters do not fit this picture in too many schools. Students confronted with a host of external interfering factors usually are not in a position to benefit even from significant instructional improvements. The result is low test scores and an achievement gap.
Logically, well designed, systematic efforts should be directed at addressing interfering factors. However, current accountability pressures override the logic and marginalize almost every effort not seen as directly and quickly leading to higher achievement scores. Ironically, this works against what must be done and against gathering evidence on how the impact of addressing barriers to learning directly.

All this leads to an appreciation of the need for an expanded framework for school accountability – a framework that includes direct measures of achievement and much more. We view this as a move toward what has been called intelligent accountability. The following Exhibit highlights such an expanded framework.

As illustrated, there is no intent to deflect from the laser-like focus on meeting high academic standards. Debate will continue about how best to measure academic outcomes, but clearly schools must demonstrate they effectively teach academics.

At the same time, policy must acknowledge that schools also are expected to pursue high standards in promoting positive social and personal functioning, including enhancing civility, teaching safe and healthy behavior, and some form of “character education.” Every school we visit has specific goals related to this facet of student development and learning. Yet, it is evident that there is no systematic evaluation or reporting of the work. As would be expected, then, schools direct few resources and too little attention to these unmeasured concerns. Yet, society wants schools to attend to these matters, and most professionals understand that personal and social functioning are integrally tied to academic performance. From this perspective, it seem self-defeating not to hold schools accountable for improving students’ social and personal functioning.

For schools where a large proportion of students are not doing well, it is also self-defeating not to attend to benchmark indicators of progress in addressing barriers to learning. Schools cannot teach children who are not in class. Therefore, increasing attendance always is an expectation (and an important budget consideration). Other basic indicators of school improvement and precursors of enhanced academic performance are reducing tardiness and problem behaviors, lessening suspension and dropout rates, and abating the large number of inappropriate referrals for special education. Given this, the progress of school staff related to such matters should be measured and treated as a significant aspect of school accountability.

School outcomes, of course, are influenced by the well-being of the families and the neighborhoods in which they operate. Therefore, performance of any school should be judged within the context of
the current status of indicators of community well-being, such as economic, social, and health measures. If those indicators are not improving or are declining, it is patently unfair to ignore these contextual conditions in judging school performance.

In sum, it is unlikely the majority of students in economically depressed areas will perform up to high standards if schools and communities do not pursue a holistic, systemic, and collaborative approach that focuses not just on students, but on strengthening their families, schools, and surrounding neighborhood.

Exhibit

Expanding the Framework for School Accountability

<table>
<thead>
<tr>
<th>Indicators of Positive Learning and Development</th>
</tr>
</thead>
<tbody>
<tr>
<td>High Standards for Academics* (measures of cognitive achievements, e.g., standardized tests of achievement, portfolio and other forms of authentic assessment)</td>
</tr>
<tr>
<td>High Standards for Learning/Development Related to Social &amp; Personal Functioning* (measures of social learning and behavior, character/values, civility, healthy and safe behavior)</td>
</tr>
</tbody>
</table>

Benchmark Indicators of Progress in Addressing Barriers & (Re-)engaging Students in Classroom Learning

High Standards for Enabling Learning and Development** (measures of effectiveness in addressing barriers, e.g.,
> increased attendance
> reduced tardies
> reduced misbehavior
> less bullying and sexual harassment
> increased family involvement with child and schooling
> fewer referrals for specialized assistance
> fewer referrals for special education
> fewer pregnancies
> fewer suspensions and dropouts)

"Community Report Cards"
> increases in positive indicators
> decreases in negative indicators

*Results of interventions for directly facilitating development and learning.

**Results of interventions for addressing barriers to learning and development.
A Few Concluding Introductory Comments

*Today's enthusiastic embrace of data has waltzed us directly from a petulant resistance to performance measures to a reflexive and unsophisticated reliance on a few simple metrics.... The result has been a nifty pirouette from one troubling mind-set to another; with nary a misstep, we have pivoted from the "old stupid" to the "new stupid."*

Frederick Hess

The need for professionals to improve their practices and be accountable is obvious. Gathering good data to evaluate schools clearly contributes to school improvement. Doing so, however, is a more complex problem than just focusing on gathering data related to currently emphasized indicators of results.

Because evaluations can as easily reshape programs in negative as in positive directions such practices must be improved, and accountability pressures must not inappropriately narrow a program's focus. This is especially the case for programs designed to enable the learning of students who are not doing well at school, including new initiatives and specially funded projects such as those related to addressing psychosocial and mental and physical health concerns.

In moving forward, policy makers must do more than mandate a narrow band of accountability. They must

- expand the framework for school accountability to ensure that systems are driven in ways that provide an equal opportunity for all students to succeed at school

- invest in the development of a set of broad band indicators, including a focus on (a) a whole person approach to student outcomes, (b) a fuller range of barriers to learning and teaching, (c) the school’s role in strengthening families and neighborhoods, and (d) system performance and development in the context of the surrounding neighborhood

- invest in supporting districts and school development of information management systems that enable gathering and sharing data in aggregated and disaggregated ways (including safeguarded data on individuals).
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Section I C:

Q & A:  What’s the Science-Base for What You Do?

Related to demands for accountability are increasing demands to demonstrate there is a science/research/evidence-base to support practices conducted in schools. As school budgets are cut, policy makers increasingly ask: Where’s the evidence that the type of work you are doing helps the school meet its educational mission? And, the inability to provide an answer to this million dollar question often is the precursor to eliminating programs and laying off staff.

The question is so logical and simple to ask. The problem is that such questions imply that relevant data are easy to gather, and so if data aren't available, the intervention must be ineffective. Usually ignored by the questioners are the many complexities associated with valid and ethical evaluation of major efforts to address problems, reengage learners, etc.

As any researcher will acknowledge, fundamental dilemmas stem from the limited validity and focus of available measures and also from the tendency for those demanding evidence to have inappropriate expectations. Most widely sanctioned evaluation instruments are quite fallible. Moreover, they are designed to measure results that require a lengthy course of intervention, thereby giving short shrift to immediate benefits (benchmarks) that are essential precursors of longer-range improvements. This is particularly a concern when problems being addressed are severe, pervasive, and chronic since rapid improvement is improbable.

Given policy- and budget-driven demands for empirical support, it is not surprising that a frequent request our Center receives is for "data or sources of data that indicate the impact of student support staff and learning support interventions on achievement, graduation rates or completion rates or longer stays in school, reengagement in classroom learning of students who have become disengaged, increased SAT scores; increased number of students taking AP classes, and so forth."

Here is how we respond to such a request:

There are many specific reports and articles that can be cited. For example:

>>A quick aid in responding to policy makers is to draw on the recent report from West Ed based on data from the California Healthy Kids Survey. Aspects of it are being used to show a link between school academic performance/progress and student health and resilience – the report is online at http://www.wested.org/cs/we/view/rs_press/22

>>With specific respect to Student Engagement, the research stresses that


However, we find that citing specific references seldom is persuasive to policy makers. Thus, we think it is a fundamental mistake for those arguing for the importance of student support staff and learning support interventions to approach the matter in too narrow a manner. Instead we offer a response that reflects our extensive review of the literature encapsulating outcome info from about 200 programs grouped using a comprehensive framework that represents the full range of activity such schools and student support staff provide as learning supports. That "enabling" or "learning support" framework consists of
six basic areas that address barriers to learning and enhance healthy development: (1) enhancing classroom-based efforts to enable learning, (2) providing prescribed student and family assistance, (3) responding to and preventing crises, (4) supporting transitions, (5) increasing home involvement in schooling, and (6) outreaching for greater community involvement and support (including use of volunteers).

The review is provided in an extensive document entitled: "A Sampling of Outcome Findings from Interventions Relevant to Addressing Barriers to Learning" which is online at: http://smhp.psych.ucla.edu/pdfdocs/Sampler/Outcome/outcome.pdf

Because that document is so large, we have developed a very brief document for policy makers that summarizes the research base (entitled: "Addressing Barriers to Student Learning & Promoting Healthy Development: A Usable Research-Base.".) This brief has been used in places around the country to satisfy policy makers that the need for learning supports and the staff who provide them is essential to leaving no child behind. Downloadable at: http://smhp.psych.ucla.edu/pdfdocs/briefs/BarriersBrief.pdf

The brief document begins with the following statement which highlights our approach to this matter at this time:

"As schools evolve their improvement plans in keeping with higher standards and expectations and increased account-ability, most planners recognize they must include a comprehensive focus on addressing barriers to student learning and promoting healthy development.1-15 This awareness finds support in an extensive body of literature. It is illustrated by a growing volume of research on the value of schools, families, and communities working together to provide supportive programs and services that enable students to learn and teachers to teach.16-22 Findings include improved school attendance, fewer behavior problems, improved inter-personal skills, enhanced achievement, and increased bonding at school and at home.23

Given the promising findings, state and local education agencies all over the country are delineating ways to enhance social, emotional, and behavioral performance as an essential facet of improving academic performance. Among the many initiatives underway are those designed to enhance systems of learning supports to better address barriers to learning and promote healthy development. These initiatives are building on a body of research that clarifies the importance of and bases for comprehensive approaches. This brief highlights the research base for key elements of a comprehensive approach."
Section I D:

Evaluating Mental Health in Schools

>> Quality Control, Evaluating Outcomes, and Getting Credit for All You Do
>> Q & A: Evaluating the Impact on Students of Mental Health in Schools
We approach mental health activity in schools as one facet of a comprehensive, integrated approach to addressing barriers to learning and enhancing healthy development. The intent of all such activity, of course, is to enhance outcomes for children and adolescents. However, enhancing outcomes for the large number of those in need of help usually involves addressing the systems that determine such outcomes (e.g., families, education support programs, school-based health centers, off-site services, the community at large). Moreover, it is important to proceed with a holistic perspective (e.g., viewing children in the context of families and communities). Such a perspective fosters appreciation of relationships among individuals, specific aspects of systems, and the system as a whole. Given this comprehensive orientation to mental health, it is evident that evaluation involves more than measuring outcomes for individuals served.

Broadly stated, evaluation should be planned and implemented in ways that measure outcomes and much more with a view to enhancing the quality of intervention efforts and the long-term benefits for students and society. The following sections highlight a few ideas along these lines.

**Evaluation that Fosters Quality Improvement**

One purpose of outcome evaluation is to provide feedback on efficacy so processes can be revised and fine-tuned. Such *formative* evaluation also includes information on participants, approaches, resources, implementation strategies, program organization, staffing, operational policies and practices. It also should include data on the characteristics of the system's "clients" -- who they are, what they want and need, how they differ from those in other locales -- as a prerequisite for effective planning and as another basis for interpreting the appropriateness of observed processes and outcomes. (That is, it is essential to understand the status of clients before an intervention is implemented, not only to be aware of their needs but ultimately to make appropriate judgments about intervention outcome efficacy.)

Thus, formative evaluation includes data gathering and analyses focused on such matters as

- needs and assets, goals and desired outcomes, resources, and activities
- challenges and barriers to mental health intervention and the integration of such interventions with other activity designed to address barriers to learning, as well as with the instructional and management components of schools and communities
- characteristics of families and children in each locale, with special focus on targeted groups
- initial outcomes.

Formative evaluation data may be gathered on and from samples of all parties who have a stake in the intervention (e.g., school staff, students and their families, other stakeholders, community agencies, and so forth). The information is used to judge the "fit" of prerequisite conditions and processes. Methods used include review of documents and records, checklists, surveys, semi-structured interviews, focus group discussions, observations, and direct assessment of clientele. A well-designed information management system can be a major aid (e.g., providing data on identified needs and current status of individuals and resources). In this respect, an advanced technology can play a major role (e.g., a computerized system that is properly designed can provide access to information in other computer-based data systems containing relevant information on clients and processes).

To be maximally useful, a data set should allow for baseline and subgroup comparisons and include multiple variables so that findings can be desegregated during analysis. Of particular interest are
data differentiating clients in terms of demographics, initial levels of motivation and development, and type, severity, and pervasiveness of problems. With respect to process, it is useful to have data differentiating stages of program development and differences in program quality.

Optimally, the data gathered should allow for formative-leading-to-summative evaluations. Designing a formative evaluation system that over time yields summative findings facilitates ongoing planning in ways that improve processes and thus outcomes. At the same time, such an approach builds a system for validating interventions.

**Evaluation Focused on Results**

To begin with, it will help to clarify our definition of some terms that are used throughout this section. **Aims** are extremely abstract statements of intended outcomes that encompass many goals and objectives; this usually means an aim can only be accomplished over an extensive time period (e.g., many years). **Goals** are somewhat less abstract statements encompassing many objectives; thus, a goal usually requires a somewhat extended period of time to accomplish. **Objectives** are meant to be less abstract and more immediately accomplishable than the goal that encompasses them. A **standard** is defined as a statement about what is valued. Standards are used to (a) judge and promote quality, (b) clarify goals, and (c) promote change. In evaluating efficacy, standards are operationalized in terms of specific **criteria** upon which judgments of immediate and potential long-term efficacy can be made. **Indicators of efficacy** are measurable variables that can be accessed from various sources through use of specific data gathering strategies and tools.

As emphasized above, while the intent of mental health activity in schools is to enhance outcomes for students, the effort must also address the systems that determine such outcomes. Thus, the following discussion outlines intended impact not only on students, but on families and community, and on programs and systems.

**Student Outcomes**

Efforts to address mental health concerns and other barriers to learning include enhancing receptivity to instruction through facilitating positive academic, social, emotional, and physical development. In this section, we focus first on outcomes related to facilitating such development; then, the emphasis shifts to prevention and correction of emotional, behavioral, learning, and health problems.

**1. Outcomes reflecting enhanced receptivity to instruction.** Teaching and learning are transactional. Students (and teachers) bring certain capacities and attitudes (abilities, expectations, values) accumulated and established over time. These provide the foundation upon which teaching tries to build. Students also come with current physiological and psychological states of being that can facilitate or inhibit learning at any given time. Efforts to enhance receptivity to instruction focus on ensuring there is a good instructional match with the student's capacities, attitudes and current state of being. While this is especially necessary for those manifesting serious problems, it is a fundamental concern related to all learners.

The **aim** of enhancing receptivity to instruction involves ensuring that students have the opportunity to acquire the types of basic abilities, expectations, and values that enable learning. The aim also encompasses the need for schools to respond appropriately to variations in students' current states of being (e.g., ensuring the opportunity to learn by providing breakfast and lunch programs to combat hunger, responding to personal problems and crises with support and guidance).

As is highlighted by the goals and objectives outlined in Exhibit A, the ultimate aim is to ensure that students develop effective levels of functionality -- academically, socially, emotionally, and physically. (With respect to social-emotional functioning, aims are sometimes referred to as personal qualities, interpersonal functioning, the affective domain, and so forth. Physical functioning often is discussed as physical and health education.) From a developmental perspective, the aim encompasses concerns for ensuring a "healthy start," a safe school environment, preparation
(readiness) for school, facilitating continued positive development in all areas, facilitating progress with respect to developmental tasks at each stage of development, enhancing areas of personal interest and strength, and fostering a psychological sense of community. As with all curricular goals, desired outcomes in these areas reflect (a) intended uses (communication, reasoning, problem solving, making relationships and connections, and creativity) and (b) factors related to intrinsic motivation (personal valuing and expectations of efficacy -- including confidence in one's abilities).

The goals and objectives outlined in Exhibit A provide a frame of reference for designing programmatic activity to facilitate development related to enhancing receptivity to instruction through facilitating positive academic, social, emotional, and physical development. It is clear that attending to such functioning is basic to preventing, treating, and remedying problems. Moreover, the goals and objectives provide direction for daily program planning and for evaluation.

The assumption in pursuing goals and objectives is that optimal processes (comprehensive and integrated programs) will be used to create a match that enhances positive attitudes, growth, and learning. This applies to the full range of support available to students and families -- including specialized programs at the site, home, and community. Until a comprehensive, integrated continuum of programs and services are in place, steps must be taken to address the less than optimal conditions. From this perspective, evaluation focuses on (a) individual student outcomes (related to the goals and objectives set forth in Exhibit A) and (b) outcomes for all children in the catchment area (e.g., community indicators of improved health, safety and survival, emotional health, and positive social connections). In addition, there can be a focus on outcomes reflecting significant changes in support systems (e.g., measures of enhanced home involvement in schooling; indicators of enhanced integration of center and community health, social, and mental health services -- including related data on financial savings).

Furthermore, in pursuing goals and objectives related to instructional receptivity and social-emotional and physical development, it is essential to do so in ways that value and foster rather than devalue and inhibit appropriate diversity among students. This is especially important given the diversity students bring with regard to ethnic background, gender, interests, and capabilities. Thus, another focus for evaluation is on these concerns (especially in assessing for negative outcomes). In particular, efforts should be made to measure (a) movement toward inappropriate conformity in thinking and behaving in areas where diversity is desired and (b) trends toward increased levels of other-directedness and excessive dependency.

(2) Outcomes related to preventing and correcting emotional, behavioral, learning, and health problems. In addition to the above goals and objectives, student goals and objectives are formulated in connection with specialized programs designed to prevent and correct emotional, behavioral, learning, and health problems. These objectives relate to the efforts of such programs to remove barriers and enable students to pursue the above goals.

It is important to emphasize that problems become of concern because they are reflected in the student's functioning; however, the primary source of the problem often is environmental. Environmentally based problems are an especially important focus for prevention programs. Such programs are targeted to designated at-risk populations (e.g., students with older siblings in gangs, immigrant and highly mobile families who have major transition and school adjustment needs, students who experience a crisis event).

In general, then, immediate objectives in working to address emotional and behavioral problems with a view to enabling student progress often include activity designed to reduce specified barriers to school attendance and functioning. Thus, attending to mental health concerns often requires addressing practical deterrents such as health problems, lack of adequate clothing, problems in the home, working with home to increase support for student improvement, dealing with student's physical or sexual abuse, dealing with student's substance abuse, dealing with gang involvement, provisions for pregnant minors and minor parents, dropout outreach and recovery, teaching student to use compensatory strategies for learning, and so forth. And, based on the discussion to this point, hopefully it is clear that the first indicators of progress may be fewer problems related to learning,
behavior, and affect. See Exhibit A for examples of key intervention goals and objectives and potential indicators of efficacy. The goals and objectives listed in Exhibit A represent individual student outcomes that can be measured as indicators of the impact of specialized programs. Positive "side effect" outcomes worth measuring are significant changes related to (a) all children in the catchment area (e.g., community indicators of improved health, safety and survival, emotional health, and positive social connections) and (b) support systems (e.g., enhanced home involvement in schooling; enhanced integration of a school-based health center and community health, social, and mental health services -- including related data on financial savings). Of course, additional student outcomes can be delineated and measured with respect to efforts to prevent specific types of problems. This is usually accomplished by fostering positive functioning through activities designed to enhance knowledge, skills, attitudes, and action related to healthy physical and mental development. Some of these efforts are carried out in special settings, such as school-based health centers and family resource centers. Whether or not there is a special setting, these efforts include specialized programs focused on

- home involvement to enhance social-emotional development
- peer-to-peer interventions designed to enhance social-emotional development
- early education for prenatally drug-exposed children and their families
- substance abuse prevention
- suicide prevention
- physical and sexual abuse prevention
- violence prevention
- dropout prevention and school re-entry
- STD/AIDS prevention
- pregnancy prevention
- prenatal care of pregnant minors and minor parent education
- crisis intervention and emergency responses to prevent long-term impact (e.g., PTSD) and to prevent subsequent emergencies

**Intended Impact on Families and Community**

Aims related to families encompass promotion of positive family development and functioning and enhanced home involvement in schooling. Aims for the community encompass promotion of positive community development and functioning and related reform of community agencies (with particular emphasis on reducing problems related to health and safety). See Exhibit B for examples of key intervention goals and objectives and potential indicators of efficacy.

**Intended Impact on Programs and Systems**

Major aims with respect to the school-site are to promote and support (a) a major restructuring of school support services, (b) integration of school support services with other school-based/linked support programs, teams, and special projects (in both the regular and special education arenas), (c) outreach to enhance linkages and collaborations with community resources (e.g., health, social, recreational programs; involvement of volunteers and local businesses), and (d) integration of all activity designed to address barriers to learning with the instructional and school management components. See Exhibit C for examples of key goals and objectives and of potential indicators of efficacy.
### Exhibit A

#### Intervention Impact on Students

<table>
<thead>
<tr>
<th>Aims</th>
<th>Examples of Goals/Objectives</th>
<th>Examples of Indicators of Efficacy</th>
<th>Standards/Criteria Immediate -- Long-term</th>
</tr>
</thead>
</table>
| Enhance receptivity to instruction | Increase knowledge, skills, & attitudes to enhance  
• acceptance of responsibility (including attending, following directions & agreed upon rules/laws)  
• self-esteem & integrity  
• social & working relationships  
• self-evaluation & self-direction/regulation  
• physical functioning  
• health maintenance  
• safe behavior | Ratings by staff, family, peers  
Self-reports by students  
Performance indices (focus is on:  
• readiness/prerequisites/survival skills  
• attendance  
• tardies  
• distractibility/daydreaming/overactivity  
• dependence on others in pursuing tasks and controlling behavior  
• misbehavior  
• symptoms  
• negative attitudes toward self, teachers, school, peers, family, society) | TO BE DETERMINED BY SITE |
| Prevent and correct emotional, behavior, learning, & health problems | Reduce barriers to school attendance and functioning by addressing problems related to  
• health  
• lack of adequate clothing  
• dysfunctional families  
• lack of home support for student improvement  
• physical/sexual abuse  
• substance abuse  
• gang involvement  
• pregnant/parenting minors  
• dropouts  
• need for compensatory learning strategies | In developing standards and criteria, it may be helpful to review the report from the Policy Leadership Cadre for Mental Health in Schools – Mental Health in Schools: Guidelines, Models, Resources, and Policy Considerations online at http://smhp.psych.ucla.edu/pdftdocs/policymakers/cadreguidelines.pdf. |
## Exhibit B

### Intervention Impact on Families and Communities

<table>
<thead>
<tr>
<th>Aims</th>
<th>Examples of Goals/Objectives</th>
<th>Examples of Indicators of Efficacy</th>
<th>Standards/Criteria Immediate -- Long-term</th>
</tr>
</thead>
<tbody>
<tr>
<td>Promotion of positive family development &amp; functioning</td>
<td>Increase social and emotional support for families</td>
<td>Parents rate satisfaction with school &amp; community programs &amp; services designed to enhance family functioning &amp; provide assistance</td>
<td>TO BE DETERMINED BY SITE</td>
</tr>
<tr>
<td>Enhanced home involvement in schooling</td>
<td>Increase family access to special assistance</td>
<td>Staff rates functioning of families</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Increase family ability to reduce child risk factors that can be barriers to learning</td>
<td>Frequency counts of services/programs in operation; Performance indices</td>
<td>In developing standards and criteria, it may be helpful to review the report from the Policy Leadership Cadre for Mental Health in Schools – <em>Mental Health in Schools: Guidelines, Models, Resources, and Policy Considerations</em> online at <a href="http://smhp.psych.ucla.edu/pdfdocs/policymakers/cadreguidelines.pdf">http://smhp.psych.ucla.edu/pdfdocs/policymakers/cadreguidelines.pdf</a></td>
</tr>
<tr>
<td></td>
<td>Increase bilingual ability and literacy of parents</td>
<td>Staff rates functioning of families</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Increase family ability to support schooling</td>
<td>Family self-reports</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Increase positive attitudes about schooling</td>
<td>Frequency counts of areas of participation and number of participants</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Increase home (family/parent) participation at school</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Exhibit B (cont.)

#### Intervention Impact on Families and Communities

<table>
<thead>
<tr>
<th>Aims</th>
<th>Examples of Goals/Objectives</th>
<th>Examples of Indicators of Efficacy</th>
<th>Standards/Criteria Immediate -- Long-term</th>
</tr>
</thead>
<tbody>
<tr>
<td>Promotion of positive community development and functioning (including influencing restructuring of community agencies)</td>
<td>Enhance positive attitudes toward school and community</td>
<td>Self-reports of community residents</td>
<td>TO BE DETERMINED BY SITE</td>
</tr>
<tr>
<td></td>
<td>Increase community participation in school activities</td>
<td>Frequency counts of areas of participation and number of participants</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Increase perception of the school as a hub of community activities</td>
<td>Self-reports of community residents</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Increase partnerships designed to enhance education &amp; service availability in community</td>
<td>Existence of partnership agreements &amp; shared decision making mechanisms</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Enhance coordination &amp; collaboration between community agencies and school programs &amp; services</td>
<td>Staff rates quality of coordination mechanisms &amp; working relationships</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Enhance focus on agency outreach to meet family needs</td>
<td>Frequency counts of students and families using programs and services</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Increase psychological sense of community</td>
<td>Self-reports of community residents</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Data from records on (a) violent acts</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(b) nonviolent crime</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(c) public health problems</td>
<td></td>
</tr>
</tbody>
</table>

In developing standards and criteria, it may be helpful to review the report from the Policy Leadership Cadre for Mental Health in Schools – *Mental Health in Schools: Guidelines, Models, Resources, and Policy Considerations* online at [http://smhp.psych.ucla.edu/pdfdocs/policymakers/cadreguidelines.pdf](http://smhp.psych.ucla.edu/pdfdocs/policymakers/cadreguidelines.pdf)
## Exhibit C

### Intervention Impact on Programs and Systems

<table>
<thead>
<tr>
<th>Aims</th>
<th>Examples of Goals/Objectives</th>
<th>Examples of Indicators of Efficacy</th>
<th>Standards/Criteria Immediate -- Long-term</th>
</tr>
</thead>
<tbody>
<tr>
<td>Promote and support restructuring of support services (including integration with instruction &amp; management)</td>
<td>Enhance processes by which staff and families learn about available programs and services and how to access those they need</td>
<td>Frequency counts of students and families using programs and services</td>
<td>TO BE DETERMINED BY SITE</td>
</tr>
<tr>
<td></td>
<td>Increase coordination among services and programs</td>
<td>Staff rates quality of coordination mechanisms</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Increase the degree to which staff work collaboratively and programmatically</td>
<td>Supervisors and staff rate how staff spends time</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Increase services/programs at school site</td>
<td>Frequency counts of services/programs in operation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Increase amount of school and community collaboration</td>
<td>Existence of interagency agreements &amp; shared decision making mechanisms</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Increase quality of services and programs by improving systems for requesting, accessing, and managing assistance for students and families (including overcoming inappropriate barriers to confidentiality)</td>
<td>Staff rates quality of (a) systems for triage, referral, case monitoring &amp; management; (b) staff development</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Establish a long-term financial base</td>
<td>Users rate satisfaction</td>
<td></td>
</tr>
<tr>
<td>Promote and support outreach to community resources &amp; their integration with school programs &amp; services</td>
<td></td>
<td>Data from financial records</td>
<td></td>
</tr>
</tbody>
</table>

In developing standards and criteria, it may be helpful to review the report from the Policy Leadership Cadre for Mental Health in Schools – *Mental Health in Schools: Guidelines, Models, Resources, and Policy Considerations* online at [http://smhp.psych.ucla.edu/pdfdocs/policymakers/cadreguidelines.pdf](http://smhp.psych.ucla.edu/pdfdocs/policymakers/cadreguidelines.pdf)
Q & A: Evaluating the Impact on Students of Mental Health in Schools

Question: I need help with structured assessments to be used as pre and post measurements that can be used by school staff and/or school mental health professionals. What measurements are being used now in other school mental health programs?

Response: Since evaluating mental health interventions is difficult and evaluating mental health in schools adds more complexity, our response to this begins with offering some basics to guide gathering broadly-focused impact evaluation data.

1. Focus. Minimally, there are two areas of focus in gathering impact data related to mental health in schools – the student and the school.\footnote{Descriptors of the student (e.g., demographics, referral information, diagnosis if applicable), characteristics of services provided (type of intervention, number of visits, and provider, fees, payer), and anything about the school that makes it different from others (low performing, urban, rural, etc.) all are needed for various purposes. These include planning, reporting, billing, and accountability, and carrying out such functions with disaggregated data.}

Regarding the Student, the focus is on indicators of
> symptom reduction
> positive development (capabilities and attitudes)
> improved behavior at school (reduced misbehavior and tardiness, increased attendance)
> academic improvement

Regarding the School, the focus is on indicators of
> how many are doing better behaviorally and academically and to what degree (with respect to disaggregated subgroups)
> fewer inappropriate referrals for special assistance/special education
> fewer suspensions, expulsions, dropouts
> improved school/classroom climate
> increased family involvement (with child, with schooling)
> cost-effectiveness

2. Sources of Data. The most common sources are:
> Student
> Special intervener(s)
> Parent/Family
> Teachers/Staff
> Peers
> School Records

3. Pre and post measures. Examples of established instruments are in an accompanying resource to this intro packet, the Center has developed a TA packet entitled: Evaluation and Accountability Related to Mental Health in Schools. That resource is organized around frequently asked questions and center responses.

For references to specific measures see Section III F.
II. Sample of Current Resources and Recent References

The evaluation literature is immense. Here are some examples. Each is a gateway to other references and resources.

**A Few References**


**Resource Sources**


University of Michigan – "My Environmental Education Evaluation Resource Assistant" (MEERA) is an online "evaluation consultant" created to assist with user evaluation needs. It points users to helpful resources for evaluating education programs. – [http://meera.snre.umich.edu/](http://meera.snre.umich.edu/)


CDC’s Framework for Program Evaluation in Public Health has provided a set of steps and standards for practical evaluation by programs and partners. While the focus is public health programs, the approach can be generalized to any evaluation effort. – [http://www.cdc.gov/eval/framework/index.htm](http://www.cdc.gov/eval/framework/index.htm)

CDC’s list of other Evaluation Resources – [http://www.cdc.gov/eval/resources/index.htm](http://www.cdc.gov/eval/resources/index.htm)


Federal Evaluators – [http://www.fedeval.net/books.htm](http://www.fedeval.net/books.htm)


Evaluation Handbook W.K. Kellogg Foundation –

Planning and Monitoring Evaluation Checklists – http://www.wmich.edu/evaluation/checklists


Special education evaluation: an overview – 
http://www.greatschools.org/gk/articles/special-education-evaluation-an-overview/

Also see the Center’s Online Clearinghouse Quick Finds on:

> Evaluation of Programs to Address Barriers to Learning --
  http://smhp.psych.ucla.edu/qf/evaluation.htm

> Data Management Systems for Schools and Clinics –
  http://smhp.psych.ucla.edu/qf/datasystems.htm

> Cost-Benefit Analyses Relevant to Addressing Barriers to Learning and Mental Health in Schools –
  http://smhp.psych.ucla.edu/qf/costbenefitanalysis.htm

> Empirically Supported Interventions for Children's Mental Health –
  http://smhp.psych.ucla.edu/qf/ests.htm

A Few Centers Focusing on Evaluation

The Evaluation Center – Western Michigan University – http://www.wmich.edu/evalctr/

National Center on Educational Outcomes (NCEO) – University of Minnesota –
http://education.umn.edu/NCEO/


The Center for the Study of Testing, Evaluation, and Educational Policy (CSTEEP) – Boston College – http://www.csteep.bc.edu/


Resources for Methods in Evaluation and Social Research –
http://gsociology.icaap.org/methods

Buros Institute of Mental Measurement – http://www.unl.edu/buros/
III. Tools for Evaluating Planning and Implementation

A. The Program Manager’s Guide to Evaluation (2nd ed)  
(From the Office of Planning, Research and Evaluation (OPRE), Administration for Children and Families (ACF)

B. Two Sample Evaluation Checklists

C. Program Evaluation Standards

D. Assessment

E. Measures Relevant for Accountability to Specific Youngsters and Families
Section III A:


From: The Office of Planning, Research and Evaluation (OPRE), a unit within the Administration for Children and Families (ACF) which is responsible for advising the Assistant Secretary for Children and Families on increasing the effectiveness and efficiency of programs to improve the economic and social well-being of children and families. OPRE is responsible for performance management for ACF, conducts research and policy analyses, and develops and oversees research and evaluation projects to assess program performance and inform policy and practice. The Office provides guidance, analysis, technical assistance, and oversight to ACF programs on: strategic planning; performance measurement; research and evaluation methods; statistical, policy, and program analysis; and synthesis and dissemination of research and demonstration findings.

As with the original edition of The Program Manager's Guide to Evaluation, this updated edition explains what program evaluation is, why evaluation is important, how to conduct an evaluation and understand the results, how to report evaluation findings, and how to use evaluation results to improve programs that benefit children and families. This second edition has been updated, under the guidance of Kathleen Dwyer, to reflect currently accepted practices, up-to-date terminology, and issues to consider at this time. Tips, samples, and worksheets that were missing from the online version have been inserted back into the guide, as has a thoroughly updated appendix containing a comprehensive list of evaluation resources. Based on feedback within ACF, we have chosen to focus on a single guide that includes examples that would be relevant to all ACF program areas, rather than create separate handbooks for each program.

B. Two Sample Checklists to Aid in the Planning and Implementation Of Evaluations
Sample Evaluation Checklist #1:

Checklist for Program Evaluation Planning
Written by Carter McNamara, PhD

This checklist was obtained from the The Management Assistance Program for Nonprofits, and applies to both nonprofit and for-profit organizations unless noted.

Name of Organization: ____________________________________________________________

Name of Program: ________________________________________________________________

Purpose of Evaluation?

What do you want to be able to decide as a result of the evaluation? For example:

- Understand, verify or increase impact of products or services on customers/clients (e.g., outcomes evaluation)
- Improve delivery mechanisms to be more efficient and less costly (e.g., process evaluation)
- Verify that we’re doing what we think we’re doing (e.g., process evaluation)
- Clarify program goals, processes and outcomes for management planning
- Public relations
- Program comparisons (e.g., to decide which should be retained)
- Fully examine and describe effective programs for duplication elsewhere
- Other reason(s)

Audience(s) for the Evaluation?

Who are the audiences for the information from the evaluation? For example:

- Clients/customers
- Funders/Investors
- Board members
- Management
- Staff/employees
- Other(s)

What Kinds of Information Are Needed?

What kinds of information are needed to make the decision you need to make and/or enlighten your intended audiences? For example, information to understand:

- The process of the product or service delivery (its inputs, activities and outputs)
- The customers/clients who experience the product or service
- Strengths and weaknesses of the product or service
- Benefits to customers/clients (outcomes)
- How the product or service failed and why, etc.
- Other type(s) of information?

Type of Evaluation?

Based on the purpose of the evaluation and the kinds of information needed, what types of evaluation is being planned?

- Goal-based
- Process-based
- Outcomes-based
- Other(s)
Where Should Information Be Collected From?
- Staff/employees
- Clients/customers
- Program documentation
- Funders/Investors
- Other(s)

How Can Information Be Collected in Reasonable and Realistic Fashion?
- questionnaires
- interviews
- documentation
- observing clients/customers
- observing staff/employees
- conducting focus groups among
- other(s)

When is the Information Needed?

What Resources Are Available to Collect the Information?

Sample Evaluation Checklist #2:

Program Evaluation: Focusing on Evaluation

This program evaluation checklist was generated by the National Network for Child Care

What are you going to evaluate?

1. What is the purpose of the evaluation?

2. Who will use the evaluation? How will they use it?

<table>
<thead>
<tr>
<th>Who/users:</th>
<th>How will they use the information?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3. What questions will the evaluation seek to answer? What information do you need to answer the questions?

<table>
<thead>
<tr>
<th>What I wish to know:</th>
<th>Indicators - How I will know it?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4. When is the evaluation needed?
5. What resources do you need?

• Time available to work on evaluation:

• Money:

• People: professionals, para-professionals, volunteers, participants

Collecting the Information

1. What sources of information will you use?

• Existing information:

• People:

• Observations:

• Pictorial records:

2. What data collection method(s) will you use?

___survey
___interview
___observation
___group techniques
___case study
___tests
___photos/videos
___document review
___testimonials
___expert panel
___simulated problems or situation
___journal, log diary
___unobtrusive measures
___other (list):

3. Instrumentation: What is needed to record the information?

4. What data collection procedures will be used?
5. When will you collect data for each method you've chosen?

<table>
<thead>
<tr>
<th>Method:</th>
<th>Before Program</th>
<th>During Program</th>
<th>Immediately After</th>
<th>Later</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

6. Will a sample be used?
   - No
   - Yes
   If yes, describe the procedure you will use:

7. Who will collect the data?

Using the Information

1. How will the data be analyzed?
   - Data analysis methods:
     - Who is responsible:

2. How will the information be interpreted and by whom?

3. How will the evaluation be communicated and shared?

Managing the Evaluation

1. Implementation plan:
   - time line and responsibilities
   - management chart
   - budget
C. The Program Evaluation Standards
ERIC/AE Digest.

THIS DIGEST WAS CREATED BY ERIC, THE EDUCATIONAL RESOURCES INFORMATION CENTER.

Sound evaluations of educational programs, projects, and materials in a variety of settings should have four basic attributes:

1. Utility
   2. Propriety
   3. Feasibility
   4. Accuracy

"The Program Evaluation Standards," established by sixteen professional associations, identify evaluation principles that when addressed should result in improved program evaluations containing the above four attributes. What follows is a summary of the Standards.

Guidelines and illustrative cases to assist evaluation participants in meeting each of these standards are provided in the full report (Joint Committee, 1994). The illustrative cases are based in a variety of educational settings that include schools, universities, medical and health care fields, the military, business and industry, the government, and law.

UTILITY

The utility standards are intended to ensure that an evaluation will serve the information needs of intended users.

U1 Stakeholder Identification. Persons involved in or affected by the evaluation should be identified, so that their needs can be addressed.

U2 Evaluator Credibility. The persons conducting the evaluation should be both trustworthy and competent to perform the evaluation, so that the evaluation findings achieve maximum credibility and acceptance.

U3 Information Scope and Selection. Information collected should be broadly selected to address pertinent questions about the program and be responsive to the needs and interests of clients and other specified stakeholders.

U4 Values Identification. The perspectives, procedures, and rationale used to interpret the findings should be carefully described, so that the bases for value judgments are clear.

U5 Report Clarity. Evaluation reports should clearly describe the program being evaluated, including its context, and the purposes, procedures, and findings of the evaluation, so that essential information is provided and easily understood.

U6 Report Timelines and Dissemination. Significant interim findings and evaluation reports should be disseminated to intended users, so that they can be used in a timely fashion.

U7 Evaluation Impact. Evaluations should be planned, conducted, and reported in ways that encourage follow-through by stakeholders, so that the likelihood that the evaluation will be used is increased.
FEASIBILITY

The feasibility standards are intended to ensure that an evaluation will be realistic, prudent, diplomatic, and frugal.

F1 **Practical Procedures.** The evaluation procedures should be practical, to keep disruption to a minimum while needed information is obtained.

F2 **Political Viability.** The evaluation should be planned and conducted with anticipation of the different positions of various interest groups, so that their cooperation may be obtained, and so that possible attempts by any of these groups to curtail evaluation operations or to bias or misapply the results can be averted or counteracted.

F3 **Cost Effectiveness.** The evaluation should be efficient and produce information of sufficient value, so that the resources expended can be justified.

PROPRIETY

The propriety standards are intended to ensure that an evaluation will be conducted legally, ethically, and with due regard for the welfare of those involved in the evaluation, as well as those affected by its results.

P1 **Service Orientation.** Evaluations should be designed to assist organizations to address and effectively serve the needs of the full range of targeted participants.

P2 **Formal Agreements.** Obligations of the formal parties to an evaluation (what is to be done, how, by whom, when) should be agreed to in writing, so that these parties are obligated to adhere to all conditions of the agreement or formally to renegotiate it.

P3 **Rights of Human Subjects.** Evaluations should be designed and conducted to respect and protect the rights and welfare of human subjects.

P4 **Human Interactions.** Evaluators should respect human dignity and worth in their interactions with other persons associated with an evaluation, so that participants are not threatened or harmed.

P5 **Complete and Fair Assessment.** The evaluation should be complete and fair in its examination and recording of strengths and weaknesses of the program being evaluated, so that strengths can be built upon and problem areas addressed.

P6 **Disclosure of Findings.** The formal parties to an evaluation should ensure that the full set of evaluation findings along with pertinent limitations are made accessible to the persons affected by the evaluation, and any others with expressed legal rights to receive the results.

P7 **Conflict of Interest.** Conflict of interest should be dealt with openly and honestly, so that it does not compromise the evaluation processes and results.

P8 **Fiscal Responsibility.** The evaluator's allocation and expenditure of resources should reflect sound accountability procedures and otherwise be prudent and ethically responsible, so that expenditures are accounted for and appropriate.
ACCURACY

The accuracy standards are intended to ensure that an evaluation will reveal and convey technically adequate information about the features that determine worth of merit of the program being evaluated.

A1 Program Documentation. The program being evaluated should be described and documented clearly and accurately, so that the program is clearly identified.

A2 Context Analysis. The context in which the program exists should be examined in enough detail, so that its likely influences on the program can be identified.

A3 Described Purposes and Procedures. The purposes and procedures of the evaluation should be monitored and described in enough detail, so that they can be identified and assessed.

A4 Defensible Information Sources. The sources of information used in a program evaluation should be described in enough detail, so that the adequacy of the information can be assessed.

A5 Valid Information. The information gathering procedures should be chosen or developed and then implemented so that they will assure that the interpretation arrived at is valid for the intended use.

A6 Reliable Information. The information gathering procedures should be chosen or developed and then implemented so that they will assure that the information obtained is sufficiently reliable for the intended use.

A7 Systematic Information. The information collected, processed, and reported in an evaluation should be systematically reviewed and any errors found should be corrected.

A8 Analysis of Quantitative Information. Quantitative information in an evaluation should be appropriately and systematically analyzed so that evaluation questions are effectively answered.

A9 Analysis of Qualitative Information. Qualitative information in an evaluation should be appropriately and systematically analyzed so that evaluation questions are effectively answered.

A10 Justified Conclusions. The conclusions reached in an evaluation should be explicitly justified, so that stakeholders can assess them.

A11 Impartial Reporting. Reporting procedures should guard against distortion caused by personal feelings and biases of any party to the evaluation, so that evaluation reports fairly reflect the evaluation findings.

A12 Metaevaluation. The evaluation itself should be formatively and summatively evaluated against these and other pertinent standards, so that its conduct is appropriately guided and, on completion, stakeholders can closely examine its strengths and weaknesses.

Approved by the American National Standards Institute as an American National Standard.

Approval date: March 15, 1994.


ERIC Identifier: ED385612
Publication Date: 1995-10-00
Source: ERIC Clearinghouse on Assessment and Evaluation Washington DC.
D. Assessment

There is a diverse range of assessment modalities commonly utilized for evaluation research. This document, an excerpt from the following reference, summarizes many of these modalities:


**Assessment systems** are key to a good evaluation. The overall purpose of an assessment system is to initiate and maintain discussion about how the program addresses the needs of all participants. As part of this, the program staff must be prepared to assess their own effectiveness as well as participant needs and outcomes. In general, an assessment system should lead directly to the evaluation by ensuring measurement at three times throughout the program:

- *A needs assessment will* determine the current status of participants' (and potential participants') expertise and knowledge. A needs assessment allows program planners to determine the needs, desires, and goals of the potential participants and/or their parents, teachers, and other stakeholders. The basic questions are, "Where are we now? What do we know about what these students need, what areas are lacking, and what should we address first?"

- *On-going measures of progress will* determine the successful features of the program, the shortcomings of the program, and whether program implementation and the participants are progressing in the expected manner. Measures of progress allow staff to determine whether the program is working and allow participants to see their own growth. The basic questions are "How much change has there been from the beginning of the program until now? At this rate of change, will we meet our objectives and goals by the end of the program period? What else is 'going on' about which we should be aware?"

- *Outcome measures will* determine whether the objectives of the educational program have been met. These measures make it possible to summarize the progress made by the participants across the entire program. The basic questions are, "How much change did we effect this year? What do participants know now? Do they know what we had planned for them to know?"

An assessment system that includes all three of these key features, and leads directly to the evaluation, will provide useful information for a variety of purposes, in a variety of modes, about a variety of participants. In other words, such a system will include multiple measures that provide information regardless of the participant's culture, gender, or language. Of course, it is assumed that the educational program will include valuable, worthwhile, and frequent opportunities to learn. Without the opportunity to learn meaningful material in a meaningful manner, an assessment system has little value. (As an example of a complete system of assessment, see Holt, 1994.)

Various types of assessments can, and should, be used within an appropriate assessment system. Each must be carefully thought out and be related to the others in some manner*. As a first layer of definition, an assessment may be *norm referenced, criterion referenced,* or may be an *alternative assessment* that describes current levels of knowledge, attitudes, and proficiencies. Some of the most frequently used are defined in Del Vecchio, et al., 1994.

*Interviews* and *focus groups* can provide in-depth information. In a structured interview, responses to a set of prepared questions can be recorded by the interviewer who can ask clarifying questions. Focus groups can include small groups of individuals and a facilitator to discuss a specific topic. Generally, scores are not developed; the data is qualitative in nature. It will be important to identify key individuals to interview (teachers, administrators, students, family members, and others in the community); it also will be important to create good questions to ask.
Surveys usually list a series of questions to be answered orally or in writing by the respondent. The responses can be forced choice, where the answers are provided (e.g., Are you pleased with the expertise of the staff facilitating the training sessions? yes/no), or may be scored on a rating scale (4 to 7 response options such as "very pleased with expertise" to "not at all pleased with expertise"). Scores can be developed by assigning point values to the responses (e.g., Yes=1, No=0) and summing these values. The responses also can be open-ended, where the individual provides an answer (e.g., What pleases you most about the expertise of the staff?). As with interviews, scores generally are not developed for open-ended surveys.

Observation checklists can be used to determine whether particular behavioral, physical, or environmental characteristics are present. Typically, desirable behaviors are described briefly and an observer checks (✓) whether each behavior is observed during a particular period of time (e.g., the first week of the program). Scores can be developed by counting the number of checks. When the same checklist is used periodically throughout the program, it can be used to demonstrate progress by showing more behaviors being observed (checked) across time. In addition, observational rating scales can be developed. To provide useful information, observational rating scales should be tied directly to the objectives and instructional activities of the program and conducted on a regular basis. By linking the descriptors and progression of ratings to instructional priorities, staff can obtain valuable data for assessing learners' ongoing progress and for improving the instructional program.

Alternative assessments are types of measures that fit a contextualized measurement approach. They can be easily incorporated into the training session routines and learning activities. Their results are indicative of the participant's performance on the skill or subject of interest. Observation measures are an example of an alternative assessment. As used within this document, "alternative assessment" subsumes authentic assessment, performance-based assessment, informal assessment, ecological assessment, curriculum-based measurement, and other similar forms that actively involve the participant.

For many types of alternative assessments, different scoring methods can be used. Three typically used methods are holistic scoring, which provides a general, overall score, primary trait scoring, which defines particular features (or traits) of a performance and then provides separate scores for each trait, and analytic scoring, which assigns a weight based on the importance of each trait (e.g., the use of inclusive language might be weighted more than correct grammar).

Criterion-referenced tests (CRTs) are sometimes considered as a type of alternative assessment. CRTs measure whether specific knowledge has been gained; that knowledge being the criterion against which the participant's current knowledge is measured. Answers can be marked as correct or incorrect for scoring purposes. A score of 80% correct usually is considered as mastery of the knowledge.

Standardized tests can be used to measure participant skills. They are so named because their administration, format, content, language, and scoring procedures are the same for all participants -- these features have been "standardized." Locally developed and commercially available standardized tests have been created for most achievement areas and for some aspects of language proficiency. When considering the definition of "standardized test," it is clear that all high-stakes tests should be standardized, whether they are commercially available tests or locally developed alternative assessments.

When referring to standardized tests, most people think of norm-referenced tests (NRTs). NRTs typically are used to sort people into groups based on their assumed skills in a particular area. They are useful when selecting participants for a particular program because they are designed to differentiate among test-takers. In addition, NRTs can provide general information that will help to match classrooms for overall achievement levels before assigning them to a particular program.

Portfolio does not refer to a specific type of assessment, but is an approach to organizing the information about an individual or a class/program. Portfolios can serve as a repository for "best" works or for all work on a particular project, from first notes to final draft. The portfolio can contain projects, assignments, various alternative assessments, and/or results from NRTs. The portfolio also can be used as a record of achievement that can be used to demonstrate expertise in a particular area.
E. Measures Relevant for Accountability to Specific Youngsters and Families

Below are listed a sample of promising instruments. It is essential that interveners review and choose measures that minimize negative impact on clients. Proper personalization of assessment in the best interests of the client may even call for not using a measure in its entirety or in the way the developer prescribes. We recognize that this violates standardization of administration and makes interpretation more difficult, but just as empirically supported therapeutic strategies must be adapted to ensure a good fit with a client, so must assessment practices. In both instances, empirical support for prevailing practices is not so strong as to warrant rigid implementation. Also of value are data from functional assessments (increasingly being done when students are referred for behavior problems). Finally, some interveners use projective procedures and selected items from other measures (e.g., sentence completion, drawings and related stories, Children’s Depression Inventory) as a stimulus for discussion with clients. Client responses early and near the end of the period of intervention may be useful as supplementary evaluation data.

To find specific measures and read reviews about them, go to Buros Center for Testing online at http://marketplace.unl.edu/buros/ and search by type of measure. For example, use the following categories (we have listed a couple of examples of what you can find):

- **Client satisfaction (youngster; family)**
  > Youth Satisfaction Questionnaires (e.g., see http://www.dmh.ohio.gov/RPOD/child-posi.asp)

- **Reduction in Youngster's Symptoms/Problem Behaviors**
  > Child Behavior Checklist (Achenbach & Edelbrock; see http://buros.unl.edu/buros/jsp/reviews.jsp?item=13191584)
  > Child and Adolescent Functional Assessment Scale (Hodges; see http://buros.unl.edu/buros/jsp/reviews.jsp?item=06000977)

- **Increases in Positive Functioning**
  > Family Environment Scale (Moos; see http://www.docdatabase.net/more-family-environment-scale-third-edition-231902.html
  > Family Adaptability and Cohesion Scale (Olson; see http://facesiv.com/

- **Classroom/School Measures**
  Try this category on the Buros site to see the range of available measures.
• **Systems of Care** – The following system-level measures are reviewed in *Measuring how we care: Tools for assessing children’s mental health services, programs and systems* (1996) – prepared by Ted Cross, Matthew Urato, Heather Lyons, and Doreen Cavanaugh for the (former) Technical Assistance Center for the Evaluation of Children’s Mental Health Services.


> *Children and Youth Services Agency Network Survey* (Morrissey) – Agency representatives and mental health care providers within a service delivery system

> *The Key Informant Survey Questionnaire* (Morrissey) – Agency staff representatives, consumer representatives, family groups, and/or government officials

> *Local Children’s Service System Interagency Collaboration Checklist* (Froelich) – Parents and representatives of agencies involved in the system

> *Revised Interagency Cooperation Survey* (Moynihan) – One representative from each agency, as well as the community mental health center involved.

> *System of Care Survey* (Kutash) – key informants, including parents, social workers, program administrators, etc.
Appendix

The Evaluation Problem


*Evaluation practiced at the highest level of the state-of-the-art is one means of speeding up the processes that contribute to human and social progress.*

Rossi, Freeman, & Wright

Increased concern about evaluation in psychology and education has advanced the way evaluation is conceived. Despite the breadth of this scholarly activity, widespread demands for accountability continue to narrow the way professionals, clients, policy makers, underwriters, and the general public think about evaluation. Social and political forces literally have shaped the whole enterprise of program evaluation.

The prevailing cry is for specific evidence of efficacy—usually in terms of readily measured immediate benefits—and for cost containment. Although understandable in light of the unfulfilled promise of so many programs and the insatiable demands on limited public finances, such naive accountability demands ignore the complexities of intervention. The problem is well exemplified by the narrow focus found in reviews, analyses, and reanalyses of data on psychotherapy, behavior change, and early education programs.

Besides responding to accountability pressures, two unfounded presumptions are at the core of most current evaluations in psychology and education. One premise is that an intervention in widespread use must be at a relatively evolved stage of development and thus warrants the cost of summative evaluation. The other supposition is that major conceptual and methodological problems associated with evaluating intervention efficacy are resolved. The truth, of course, is that interventions are frequently introduced prior to adequate development with a view to evolving them based on what is learned each day. Moreover, many well-institutionalized approaches remain relatively underfunded and underdeveloped. As to the process of evaluation, every review of the literature outlines comprehensive, unresolved concerns. Given this state of affairs, accountability demands are often unreasonable and chronically reflect a naive view of research and theory.

Overemphasis on immediate evaluation of the efficacy of underdeveloped interventions draws resources and attention away from the type of intensive research programs necessary for advancing intervention knowledge and practice. Cost-effective outcomes cannot be achieved in the absence of cost-effective development of interventions and related intervention research. *Premature* efforts to carry out comprehensive summative evaluations clearly are not cost-effective. Consequently, policies mandating naive accountability run the risk of generating evaluative practices that are neither cost-effective nor wise.

The evaluation problem, then, involves more than determining the efficacy of current interventions and more than finding better ways to evaluate efficacy. Broadly stated, it encompasses concerns about how to expand the focus of evaluation not only to contribute to improving practice, but also to aid in evolving theory and basic knowledge about intervention.

In the following sections, our intent is to briefly highlight (1) the concept of evaluation, (2) how the evaluation problem relates to the other three fundamental intervention problems, and (3) the key role of evaluative research in improving practice and advancing basic knowledge about intervention.
NOTES


3. Recent reviews stress that the evolution of program evaluation in general and evaluation theory specifically has been shaped to a significant degree by evaluation researchers who were unprepared for their confrontations with complex social and political realities—including those associated with the shift from an industrial to a postindustrial (cybernetic) era. The demand for greater external validity has forced program evaluators to move beyond the prevailing paradigms and methods guiding the social sciences. For the most part, this demand reflects the socio-political-economic nature of intervention and evaluation. That is, interventions compete for limited societal resources and evaluation feeds into political decision making about which interventions are funded and levels of support.


5. Accountability pressures can lead to an overemphasis on immediate behavioral outcomes. Usually, decisions as to what and how to evaluate are made by those administering or funding an intervention. For example, with respect to specifying outcomes for evaluation, the primary focus in preparing IEPs for special education is on remedial outcomes. Furthermore, the prevailing emphasis is on specifying outcomes in terms of behavioral and criterion-referenced objectives. Similar trends are seen in psychology for interventions underwritten by third party payers. These trends no doubt are a major aid in efforts to evaluate whether outcomes are accomplished. However, the limited focus ignores the broader responsibility many interveners have for facilitating ongoing development and providing enrichment opportunities. A narrow focus on correcting problems also can be counterproductive to overcoming problems if the intervention involves little more than a set of laborious and deadening experiences. Moreover, many important facets of a program are not easily measured and thus may be given short shrift (e.g., self-concept, attitudes toward system improvement and problem solving). In general, the danger is that valuable intervention aims and goals are lost when all ends are specified in terms of highly concrete and easily measurable objectives. Not all complex long-range aims that an intervention should pursue can be stated as short-term or behavioral objectives. Indeed, only a relatively limited set of skills can be specified in highly concrete, behavioral terms—and even in these instances, it may not be desirable to do so for intervention purposes. In education, beside the fact that specifying everything in this way would result in far too many objectives to teach, the trend stresses teaching at the expense of learning. Moreover, attitudes, motivation, and creative functioning in the arts and sciences, for example, do not lend themselves to formulation in simple behavioral terms.

The Essence of Evaluation

When the cook tastes the soup it is formative evaluation and when the guests taste the soup it is summative.

Stake

Evaluation involves determining the worth or value of something. In formal terms, we define comprehensive evaluation as a systematic process designed to describe and judge an intervention's antecedents, transactions, and overall impact and value for purposes of making decisions and advancing knowledge.

Everyone evaluates interventions with which they come in contact. Whenever anyone decides that an intervention is or isn't a good one, an evaluation is made. Interveners judge whether their own and others' programs are going well. Clients are quick to formulate likes or dislikes of interveners and their programs. Administrators know which programs they think are working and which aren't.

Some evaluative judgments simply reflect an individual's or group's informal observations. Other judgments are based on careful data gathering and analyses and use of appropriate sets of standards. Some evaluations only offer conclusions about the degree to which a program is effective. Most, however, also incorporate the conclusions of those judging the program in terms of whether they agree with what it is trying to do. Since what a program intends to do stems from its rationale, program evaluations inevitably influence views about the appropriateness of its underlying rationale.

Systematic evaluation planning requires decisions about (1) the focus of evaluation (e.g., person or environment, immediate objectives vs. long-range aims), (2) whose perspective (e.g., client, interveners, program underwriter) is to determine the evaluation focus, methods, and standards used, and (3) the best way to proceed in gathering, analyzing, and interpreting information (e.g., specific measures, design). In making such decisions, concerns arise because what can be evaluated currently is far less than what a program may intend to accomplish. Furthermore, inappropriate bias and vested interests shape evaluation planning and implementation, thereby influencing whether a program is seen as good or bad. And all aspects of evaluation have the potential to produce negative effects; for instance, evaluation can lead to invasion of privacy and an undermining of the ability of clients and interveners to self-evaluate, and over time, what is evaluated can reduce and reshape a program's intended aims.

PURPOSES

Intervention evaluation can aid efforts to (1) make decisions about whether to undertake, continue, modify, or stop an intervention for one or more clients and (2) advance knowledge about interventions in ways that can advance understanding of and improve practices (including utility), training, and theory. Evaluation is useful in relation to a great variety of interventions as an aid in assessing efficiency, effectiveness, and impact. As Rossi and Freeman state:
The mass communication and advertising industries use fundamentally the same approaches in developing media programs and marketing products; commercial and industrial corporations evaluate the procedures they use in selecting and promoting employees and organizing their work forces; political candidates develop their campaigns by evaluating the voter appeal of different strategies; . . . administrators in both the public and private sectors are continually assessing clerical, fiscal, and interpersonal practices of their organizations. The distinction between these uses of evaluation lies primarily in the intent of the effort to be evaluated . . . to benefit the human condition . . . [or] for other purposes, such as increasing profits or amassing influence and power.5

Providing a broad categorical view of the areas in which evaluation is applied, Scriven outlines the "Big Six" plus others. The Big Six are listed as product, performance, personnel, program, proposal, and policy evaluations. To these, he adds two other applied fields. "The first is the evaluation of evaluations (meta-evaluation). . . . The second is a field comprising a set of fields: It might be called 'intradisciplinary evaluation,' the evaluation of the data, sources, explanations, definitions, classifications, theories, designs, predictions, contributors, journals, and so on within a discipline." Scriven concludes: "In toto, intradisciplinary evaluation is by far the largest part of evaluation, and having practitioners do it with reasonable skills is the price of admission to the company of disciplines. Other applied fields besides the Big Six range from literary criticism and real estate appraisal to quality control in industry."6

Stake's evaluation matrix is reproduced in Figure 1 as an example of a framework designed to outline the general nature of information for meeting many evaluation purposes.7 As the framework suggests, evaluation encompasses the acts of describing and judging an intervention's (1) rationale, including assumptions and intentions, (2) standards for making judgments, (3) actual activity, including intended and unintended procedures and outcomes, and (4) costs—financial, negative effects, and so forth. To achieve the above ends in a comprehensive manner, both immediate and long-term information on an intervention must be gathered.8

**TASKS FOR PLANNING**

Awareness of tasks involved in planning an evaluation provides another perspective on the process. Such tasks reflect the necessity in evaluation planning of making decisions about the focus of the evaluation, its specific objectives, and appropriate methodology and measures.

Our formulation identifies the following seven key planning tasks:

- **Clarifying the intended use of information.** Most important here is awareness of who wants the information and why they need it. Ultimately this translates into the question: What types of decisions are to be made? Also important is the matter of anticipating the use and political and motivational impact of evaluation processes and findings. This includes a significant appreciation of the often conflicting interests among the variety of interested parties (i.e., stakeholders).
- **Understanding the intervention's rationale.** In cases where evaluation includes judging the intervention rationale, pursuit of the above task (clarifying the intended use of evaluation information) will result in gathering information about the rationale. However, when the evaluation is designed with reference to a standardized set of objectives, clarification of the rationale becomes a separate task. In either case, an understanding of the intervention rationale can provide a separate basis for deciding about other intervention facets to evaluate.
**Figure 1**

Layout of Statements and Data to Be Collected During Evaluation

<table>
<thead>
<tr>
<th>Descriptive matrix</th>
<th>Judgment matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intents</td>
<td>Observations</td>
</tr>
<tr>
<td>Underlying Intervention</td>
<td>Antecedents</td>
</tr>
<tr>
<td>Rationale</td>
<td></td>
</tr>
<tr>
<td>Transactions</td>
<td></td>
</tr>
<tr>
<td>Outcomes</td>
<td></td>
</tr>
</tbody>
</table>


- **Formulating evaluation questions.** Evaluative concerns are translated into a set of questions. For example: Were intended antecedent conditions present during the intervention? Which procedures were effective for which clients? Were there undesirable transactions? Were specific objectives achieved? Were long-range aims achieved? Did expected negative outcomes occur? Were there unexpected negative outcomes? **Specifying information to be gathered.** Relevant descriptive information that can answer each major question is specified. The more things one is interested in evaluating, the more one has to settle for samples of information. Some of the information likely will be of a quantitative nature; some may be qualitative.

- **Specifying procedures.** Decisions about information gathering are shaped first by what one wants to know and then are tempered by practical considerations. Problems related to gathering desired information become evident as one attempts to specify procedures. Limitations related to time, money, sample availability, valid measures, multivariate statistics, and personnel usually lead to major compromises in evaluation planning. For example, sometimes a good measuring instrument exists; sometimes only weak procedures are available; sometimes gathering desired information is not currently feasible. A special set of problems stems from the socio-political-economic concerns (e.g., threats to current status) and psychological reactance (e.g., fear-based resistance) that are common phenomena when evaluation is introduced.

- **Specifying a design.** An evaluation design is used so that information can be gathered and interpreted appropriately. When someone asks how good an intervention is, judgments are based on the available information and are relative to some standard of comparison. A sound design ensures that appropriate bits of information (e.g., data) are gathered, including information for use as standards for judgments. A sound evaluation design also includes provision for the gathering and use of information for revising interventions as the process proceeds.

- **Designating time and place for collecting information.** Further practical considerations arise when evaluations are scheduled. The design sets the general parameters; the particulars are determined by practical factors such as resource availability.
One major evaluation concern not reflected above involves decisions about the role of various interested parties. For example, as suggested throughout, rationales may differ with respect to what should be evaluated. If so, whose rationale should prevail? Every facet of an evaluation is influenced by the answer to this question.

Another matter not specifically addressed above involves ethical concerns associated with evaluation. Naturally, these are similar to those discussed in relation to assessment in general. For instance, evaluators must be concerned with how to minimize possible bias and conflicts of interest, as well as negative consequences that can arise from evaluation itself.

**IMPACT ON PROGRAM BREADTH**

As the discussion to this point underscores, a common use of evaluation is to determine if one agrees with what the intervention is trying to accomplish and how well the intervention is accomplishing the full range of outcomes desired. The less a program is trying to achieve, the easier it is to determine these matters. It is hard to evaluate large-scale social programs, community agencies, and most school programs, for example, because they are trying to accomplish so many different goals.12

Ironically, the longer a program is subjected to external, formal evaluation, the less it may try to accomplish. At least this seems to be one negative effect of the big push toward behavioral and criterion-referenced outcomes as ways to improve accountability. That is, such approaches can cause a shift away from a program's long-range aims toward a limited set of immediately measurable objectives. This is a negative form of "teaching to the test" because, in the process, many important things are ignored simply because they will not be directly evaluated.13 If one is not careful, the desire for information on effectiveness can redesign a program's underlying rationale in ways that inappropriately reduce its breadth of focus.

Comprehensive evaluation should stress the full scope of desired intervention aims. That is, even when certain processes and outcomes are not easily measured, they still must be evaluated as well as is possible and kept in the forefront of discussions about a program's worth. For example: from a motivational perspective, a basic concern is whether a program enhances clients' interest, desire, and participation in improving their functioning. Because none of these outcomes is readily measured, the danger is that they will not be afforded the attention they warrant.

In sum, evaluations of whether an intervention is any good must first address the question: Is what it is trying to accomplish appropriate? The frame of reference for such evaluations may be the intervention rationale or what others think the program should be doing or both. After judging the appropriateness of what is wanted or expected, a program's intended breadth of focus should guide efforts to evaluate effectiveness. Because not everything is measurable in a technically sophisticated way, some things will be poorly measured or simply reviewed informally. Obviously, this is less than satisfactory. Still, from a rational perspective, continued emphasis on the entire gamut of what is intended is better than limiting evaluation to approaches that inappropriately narrow the breadth of focus for intervention.14

In this context, we are reminded of Yankelovich's commentary on measurement:

The first step is to measure whatever can be easily measured. This is okay as far as it goes. The second step is to disregard that which can't be measured or give it an arbitrary quantitative value. This is artificial and misleading. The third step is to presume that what can't be measured easily isn't very important. This is blindness. The fourth step is to say what can't be measured really doesn't exist. This is suicide.15
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school students almost invariably regard mathematics as the most important subject in the curriculum—not because
of its elegance, but because math has the most homework, because the homework is corrected the most promptly,
and because tests are given more frequently than in any other subject. The youngsters regard spelling as the next
most important subject, because of the frequency of spelling tests" (p. 147).
We would add that, with increasing demands for accountability, teachers quickly learn what is evaluated and
what is not, and slowly but surely greater attention is given to teaching what will be on the tests. Over time, what is
on the tests becomes viewed as what is most important. Because only so much time is available to the teacher, other
things not only are deemphasized, they also are dropped from the curriculum. If allowed to do so, accountability
procedures have the power to reshape the entire curriculum.

What's wrong with that? Nothing—if what is evaluated reflects everything we want students to learn in school.
Unfortunately, this is not the case.

Current accountability pressures reflect values and biases that lead to evaluating a small range of basic skills and
doing so in a narrow way. For students diagnosed with problems, this is seen in the fact that their school programs
increasingly have been restricted to improving skills they lack. As a result, they are cut off from participating in
learning activities that might increase their interest in overcoming their problems and that might open up opportuni-
ties and enrich their future lives.

14. The issues related to the impact of a narrow focus on evaluation also arise in the context of discussions
about evaluating intervener competence. That is, narrowly focused competency evaluations may constrict rather
than expand intervener growth with respect to the broad range of knowledge, skills, and attitudes needed to properly
plan, implement, and evaluate interventions.

Evaluation and the Other Basic Intervention Problems

In the last analysis, we see only what we are ready to see. We eliminate and ignore everything that is not part of our prejudices.

Charcot

The complexity of evaluation is best appreciated when viewed in the context of the other three fundamental intervention problems (see Figure I.1 in the Introduction). That is, each problem has implications for evaluation. Reciprocally, research of an evaluative nature is essential in advancing knowledge about these intertwined problems; each must be reasonably well addressed before interventions can be optimized. For instance, appropriate decisions about processes and outcomes cannot be made logically in the absence of valid differentiation among systems with regard to intervention needs. If appropriate process and outcome decisions cannot be made, appropriate planning and implementation are jeopardized. Thus, even when valid evaluation practices are available and feasible, the logical prerequisites for a sound summative evaluation of efficacy may be absent. The following discussion highlights a few basic implications for evaluation of the classification, underlying rationale, and planning and implementation problems.

CLASSIFICATION

Because the most used classification schemes in psychology and education focus on person problems, it is particularly instructive to look at evaluation in that context. As discussed in Part I, common approaches to classifying psychological and educational maladies categorize them in terms of current dysfunctioning, causal factors, prescriptive implications, or some combination of all these. The variables and criteria used in defining a category usually are chosen because they have immediate relevance for research, intervention, administrative, or policy matters.

When the emphasis is on current dysfunctioning, both severity and pervasiveness of dysfunction are relevant concerns. That is, a narrow or broad range of areas of human functioning may be affected, such as one or more developmental areas or facets of school, family, or job performance. Additionally, severity of dysfunction may range from mild to profound, depending on normative expectations related to factors such as levels of development and competence and socioeconomic and subcultural status. As graphically suggested in Figure 2.1 (see Part I), the combination of pervasiveness and severity yields nine classification groups when treated as discrete categories rather than continuous variables. When the paradigmatic cause of the dysfunction is added as a third dimension, the schema jumps to twenty-seven groups. Adding duration results in an another exponential increase in categories.

One clear implication of the relatively simple nine-group classification (see Figure 2) is that outcomes are likely to be easier to achieve with the Z" category than for those in the X’ group. With regard to efficacy, then, groups minimally should be separated for evaluation based on degrees of pervasiveness and severity of dysfunctioning at the onset of intervention.

Classification in terms of cause demonstrates other complexities. At times, causal factors and their effects logically are key indicators for intervention decisions and are potential predictors of outcome. In these cases, classification based on causal factors and their current manifestations are of great significance in evaluating intervention. Such categorization can be done using primary instigators, secondary contributing factors, or both. (The situation becomes extremely complex once
secondary factors begin interacting with primary instigators.) The type of primary instigator and the degree of dysfunction produced by it determines the degree to which secondary factors exacerbate problems. In Part I, we pointed to the example of physiological "insult" causing a major CNS disorder, the effect of which is so severe and pervasive that resultant dysfunctioning cannot be significantly worsened. We contrasted this with cases of minor CNS disorders where a great many secondary variables can aggravate existing dysfunctions and create other problems. Outcomes differ for such contrasting groups and for groups that vary in the degree to which the pathological impact of causal factors can be compensated for or reversed. Therefore, such group variations should be accounted for in evaluating interventions.

Figure 2

Evaluation with Reference to Classification of the Severity and Pervasiveness of Dysfunctioning

<table>
<thead>
<tr>
<th>Severity</th>
<th>Mild</th>
<th>Moderate</th>
<th>Profound</th>
</tr>
</thead>
<tbody>
<tr>
<td>X'''</td>
<td>Y'''</td>
<td>Z'''</td>
<td></td>
</tr>
<tr>
<td>X''</td>
<td>Y''</td>
<td>Z''</td>
<td></td>
</tr>
<tr>
<td>X'</td>
<td>Y'</td>
<td>Z'</td>
<td></td>
</tr>
</tbody>
</table>

Failure to identify appropriate subgroups is a key factor in controversies over intervention efficacy. Examples are plentiful: the Head Start program evaluations, psychotherapy outcome studies, the evaluation of alcoholism treatments, investigations of learning disability interventions. In most cases, inadequate efforts are made to discriminate between important subgroups in analyzing findings, and as a result, premature conclusions are reached about efficacy or lack thereof.

Researchers who focus on the intervention-client match have stressed that the question is not: Does an intervention work? The proper question is, To what degree does a specific intervention work for a given subgroup? In evaluating efficacy, classifications are used to specify relevant subgroups that can help clarify sources of variance in process and outcome data. Analyses of evaluation findings are shaped in basic ways, then, by work done on the classification problem.

UNDERLYING RATIONALE

Concerns about the quality of underlying rationales and factors that bias the formulation of such rationales highlight the importance of initiating evaluation processes prior to the onset of intervention. For instance, evaluations can end up reifying biased rationales and undermining alternative points of view. The common example in psychology and education arises when a rationale inappropriately designates individuals as the problem, thereby blaming the victim. Under
such circumstances, efforts to correct the problem and measure outcomes primarily focus on individuals. Ignored are alternative views of cause and correction, such as the possibility that the environment is the source of the problem and the proper focus for intervention.

When alternatives are not considered, prevailing biases tend to go unchallenged. Such consequences are minimized through preimplementation evaluations of intervention rationales and plans. These allow one to judge a priori the appropriateness of decisions about who or what will be the focus of intervention and about the nature and scope of outcome objectives. Furthermore, given the importance of the rational relationship between means and ends, a priori judgments can be made about the compatibility between procedures and projected outcomes. (This is the type of predictive process the U.S. General Accounting Office calls prospective evaluation and uses to forecast the impact of a proposed program or policy change as an aid to legislators.) Also, well before the time comes for analyzing outcomes, decisions can be made about whose objectives will be weighted most heavily in case of conflicting interests.

In general, evaluative investigations of the utility and validity of intervention rationales can have an immediate impact on practice, for example by minimizing the perpetuation of systematic biases and the implementation of interventions that are likely to produce more harm than good. And such research also should have a cumulative impact on basic knowledge and theory.

**PLANNING AND IMPLEMENTATION**

Implications of the planning and implementation problem for evaluating efficacy are so straightforward as to seem simpleminded. Sound planning calls for a logical consistency among intended antecedents, processes, and outcomes. Desired outcomes are unlikely when antecedent conditions necessary for intervention success are significantly lacking or when planned processes are not a logical match with antecedents. As suggested above, one basic evaluation implication is that intervention plans should be judged prior to implementation. Such judgments decide (1) whether there is a logical consistency among intended antecedents, processes, and outcomes, (2) likely costs and benefits, (3) the degree to which intended antecedents are present, and (4) whether observed antecedents are congruent with planned processes.

With respect to implementation, processes should be monitored from the moment they are initiated to determine if intended transactions occur and to detect unintended interfering transactions. Such information enables comparisons of optimal, average, and unsatisfactory implementations. For instance, when intended antecedents and transactions are not well approximated, desired outcomes are unlikely. An extreme but commonplace example is seen when a client terminates an intervention prematurely because of factors such as poor motivation or financial difficulty. By definition, an intervention is not optimally implemented in such cases. Consequently, outcome information on these clients obviously should be differentiated from findings on those for whom the intended antecedents and processes were logically consistent and carried out as planned.

A comparable example arises when clients stay but are not motivated to cooperate with interveners. Sound planning, implementation, and efficacy evaluation calls for addressing motivational differences among clients. This highlights another focus for classification. That is, clients should be differentiated in terms of degree of motivation (high, moderate, low) and its valence (positive, negative). This example, once again, underscores the interrelationship among intervention problems.
Studying Intervention—Not Just Evaluating Efficacy

Do not follow where the path may lead. Go instead where there is no path and leave a trail.
Anonymous

As the preceding presentation stresses, discussions of the evaluation problem generally deal with how to maximize the quality of information on intended outcomes. To a lesser degree, the literature also highlights the significance of gathering information on unintended outcomes, especially negative side effects, in evaluating costs versus benefits.¹

Because the primary focus is on evaluating efficacy, the critical importance of evaluating other facets of intervention is less appreciated. Analyses of the evaluation problem can be instrumental in altering this situation, especially when bolstered by implications derived from work on the other three fundamental intervention problems. Such analyses underscore that, not only should other facets be evaluated, but at times these facets should be the primary and even the only focus of intervention evaluation.² Indeed, this must happen in order to improve the evaluation of programs and advance basic knowledge about intervention as a general phenomenon.³

IMPROVING INTERVENTION EVALUATION

Obviously, practitioners should improve their interventions and be accountable. Equally evident is the need to upgrade the methodological and technological infrastructure for evaluation.

We have stressed that evaluations can as easily reshape interventions in negative as in positive directions.⁴ As an example, we have described how some accountability practices can inappropriately narrow a program's focus. This is seen in programs that limit evaluation to specific treatment and remedial objectives and overemphasize processes for pursuing these outcomes at the expense of those that foster ongoing client development in unaffected areas.

Finding out if an intervention is any good is a necessity. But in doing so, evaluation is not simply a technical process. The processes involve decisions about what and how to measure, and these decisions are based in great part on values and beliefs. As a result, limited knowledge, bias, vested interests, and ethical issues constantly influence the descriptive and judgmental processes and shape the decisions made at the end of the evaluation. Ultimately, the decisions made affect not only individuals but the entire society.

For new and evolving major interventions, evaluation must be extremely broad and used for formative purposes. Expending limited resources on comprehensive summative evaluations in the early stages of an intervention's development usually is premature. Resources are better devoted to formative evaluations. For instance, the activity might encompass the type of programmatic research and development required to test and improve unvalidated, large-scale treatments. Even for an established intervention, more than outcome information is necessary for describing and judging an approach's ongoing impact and value.

As we have also emphasized, preimplementation evaluations are essential for making judgments about whether a plan is worth carrying out. To fill out our preceding discussion just a bit: Evaluation can answer many questions before an intervention is implemented. One such question
is whether the underlying intervention rationale is coherent, logical, and well grounded theoretically and empirically. If it is not, there may be little justification for proceeding. Similarly, prior to implementation, determination should be made of how well key variations in antecedent conditions are addressed. For example, do the intended processes account for existing individual and subgroup differences? That is, do they address differences in the severity and pervasiveness of problems, differences in motivation for overcoming problems, and so forth? When such variations cannot be validly classified, subsequent efforts to judge the impact of specific interventions often are futile.

Given the presence of relevant antecedent conditions, key evaluative concerns include whether intended processes actually occur and whether potent unintended processes transpire. Findings related to such matters are basic in deciding whether to evaluate efficacy and how to interpret assessed outcomes. Also basic to such deliberations are conclusions about whether projected outcomes and available measures are proper indicators of efficacy. When they are not, outcome evaluation probably won't be productive, and the resources would be better used to refine the intervention or validate evaluation measures.

ADVANCING INTERVENTION KNOWLEDGE

Beyond expanding awareness about the nature and scope of intervention evaluation, understanding the evaluation problem underscores the role of evaluative research in advancing basic knowledge about interventions. Such activity is essential if intervention practices are to meet society's needs and expectations. As Campbell has suggested, evaluative research can be part of an experimental approach to social reform "in which we try out new programs designed to cure specific social problems, in which we learn whether or not those programs are effective, and in which we retain, initiate, modify, or discard them on the basis of apparent effectiveness on the multiple imperfect criteria available."5 Obviously, knowledge-driven research and decision-driven research are not necessarily incompatible. The danger in both cases arises when the fuel supply (financial support) is scarce and its distribution is tied to naive or biased accountability practices.

On a theoretical level, evaluation research is advancing knowledge about classes of intervention (e.g., community, organizational, educational, mental health) and about intervention as a pervasive phenomenon. Increasingly, such research is guided by and contributes to model building about the general nature of intervention. Initial efforts to evolve a comprehensive model of intervention use frameworks and concepts as aids to investigating significant commonalities and differences among interventions. This work also shows promise for stimulating more comprehensive and systematic research and theory designed to improve cross-intervention understanding of what works and what does not, and why.

Examples of the types of questions for which answers are beginning to emerge are: What is the essence of intervention? Are there specific philosophical and theoretical concepts that underlie all intervention activity? What are the major elements found in all interventions? These and other questions raised throughout this monograph represent researchable topics that can contribute to fundamental knowledge and theoretical thought regarding the phenomenon of intervention.
NOTES

1. For a prototypical illustration of the importance of gathering data on unintended outcomes, see G.L. Barkdoll (1992). Strong medicine and unintended consequences. *Evaluation Practice, 13*, 53–57

2. Shadish and colleagues point out that intervention evaluation contributes to understanding related to (1) social programming (e.g., how programs and policies develop), (2) knowledge construction (e.g., how we learn about social action), (3) valuing (e.g., how interventions are judged), (4) knowledge use (e.g., how available knowledge is used as rationales for intervention), and (5) evaluation practice (e.g., how evaluations are conducted and improved). See W.R. Shadish, Jr., T.D. Cook, & L.C. Leviton (1991). *Foundations of program evaluation: Theories of practice*. Newbury Park, CA: Sage.


   Note also that professionals concerned about advancing the state of the art related to evaluation are organized in the United States as the American Evaluation Association and in Canada as the Canadian Evaluation Association. The two groups plan to hold the First International Congress on Evaluation in 1995.


4. A much neglected area for research is the psychology of evaluation. From observation and personal experience, most of us know that anticipating and experiencing evaluation produces major reactive effects. Systematic studies are needed of the prospective, in-process, and antecedent psychological impact of evaluation on (1) systems that are evaluated, (2) evaluators, and (3) those who use evaluation findings.

A Few Concluding Comments about the Evaluation Problem

No longer is it assumed that well-meaning individuals or groups . . . [responsible for] health, education, training, rehabilitation, or other service actually help.

Posavac & Carey

Intervention evaluation is difficult, and a task many would prefer to avoid. This is part of the evaluation problem.

Everyone agrees that practitioners should be accountable, but there are major disagreements about what that means. Obviously, practitioners must show that their work is effective. But effective in what way? To what degree? At what cost? These questions underscore another aspect of the evaluation problem.

In choosing what we look at, how we observe, what we perceive, and what we report, interveners are strongly influenced by society's values, policies, priorities, and rewards. These influences, of course, usually are mediated by the predilections of those who employ us and by our personal and professional codes of ethics and values, favored models, and so forth. When one doesn't agree with an intervention's rationale, one will not likely approve of the intervention, even if evaluation findings indicate that it is effective. These also are facets of the evaluation problem.

Methodologically, evaluation must be carried out with exceedingly limited tools. So technical limitations add significantly to the problem.

And almost everyone has experienced negative consequences from evaluation. Those evaluated often are harmed, and consumers of evaluation reports frequently are misled. Evaluations create tensions and dilemmas and can be misused to create undesirable degrees of uniformity and conformity. Ultimately, we should be as concerned with the consequences of evaluation as we are with improving our technical capability to conduct better evaluations.

All this said, perhaps the biggest problem related to intervention evaluations is that they rarely are designed in ways that truly improve programs and advance knowledge.

Evaluation is the door to the future. Ironically, prevailing evaluations of intervention seem to be closing rather than opening that door.

NOTES
